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Abstract—With the tight power budgets in modern large-
scale chips and the unpredictability of application traffic, on-
chip network designers are faced with the dilemma of designing
for worst-case traffic loads and incurring high static power
overheads, or designing for average traffic and risk degrading
performance. This paper proposes adaptive bandwidth networks
(ABNs) which divide channels and switches into lanes such
that the network provides just the bandwidth necessary in each
hop. ABNs also activate virtual channels (VCs) individually and
take advantage of drowsy SRAM cells to eliminate false VC
activations. In addition, ABNs readily tolerate silicon defects with
just the extra cost of detection. For application benchmarks,
ABNs reduce total power consumption by up to 45% with
comparable performance compared to single-lane power-gated
networks, and up to 33% compared to multi-network designs.

I. INTRODUCTION

Current and future large-scale chips are increasingly con-

strained by power [15]. Modern on-chip networks contribute

significantly to the chip’s power, area, and performance char-

acteristics [6], [21], [1], [13]. A challenge in reducing network

power is designing the network independently of the system

and applications, given that communication demands can vary

substantially across different applications. Also, applications

tend to load the network unevenly in both space and time [35],

[9], [19], [3]. For example, channel utilization ranges from

near zero to 43% in PARSEC benchmarks [19], [3], [5].

Designing the on-chip network to handle worst-case loads

increases both area and static power compared to designing for

average traffic. Static power is mainly composed of leakage

power and the power to toggle clocking inputs, with leakage

typically dominating [30]. Leakage power can constitute 90%

of network power with light-traffic applications, or 30% to

50% with heavy-traffic benchmarks [13], [18], [24]. To make

matters worse, leakage power is projected to increase in future

near threshold voltage technologies even up to 90% of total

power under higher loads [6], [23], [9].

In this paper, we propose adaptive bandwidth networks

(ABNs) which continuously adapt to traffic load by activating

the proper amount of bandwidth individually at each channel,

and the proper number of virtual channels (VCs) in each

input port. ABNs accomplish this by dividing channels into

lanes. Lanes are activated individually according to local

traffic demands. Inactive lanes are power gated, consuming

near zero static power. ABNs also power gate individual
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VCs [30]. However, unlike past work, ABN use drowsy SRAM

cells which enable ABNs to make activation decisions in the

upstream router’s VC allocator, thus avoiding mispredictions

which can cause more VC activations than necessary [30].

ABNs also power gate router switches by adding multiple

lanes for every input and output [18]. ABNs hide activation

delays using a single look-ahead signal per flit for both VC

and lane activations [28], [29]. Finally, ABNs readily apply to

fault tolerance by deactivating only lanes that contain defects,

instead of whole channels.

In our experiments, ABNs reduce total power by 15%

for uniform random (UR) traffic and up to 45% by average

across application benchmarks with comparable performance,

compared to single-lane power-gated networks [28], [29], [35],

[9]. Compared to state-of-the-art multi-network designs [7],

[13], ABNs reduce total power by up to 33% for application

benchmarks and increase throughput by 8% for UR traffic, due

to the flexibility flits have to switch lanes at each hop, instead

of only at injection time. ABNs also provide more fine-grain

fault tolerance than multi-network designs.

II. BACKGROUND AND RELATED WORK

Power gating techniques typically disconnect cells from

power or ground lines in a coarse- or fine-grain manner using

high threshold voltage (low leakage) connector transistors [29],

[37], [9]. Such work activates channels or routers in time

for flit traversal, or enables detours around inactive resources

and guarantees full connectivity [29], [35], [9], [18]. Power

gating of input buffers is possible at the granularity of entire

buffers [29], [18], VCs [30], or individual entries [24], [32].

Power gating has also been applied to switches and alloca-

tors [18], [38]. Other related work scales the voltage or clock

frequency of channels and routers [31], [27], [1].

To hide the latency of waking up resources, past work uses

look-ahead signals [28], [30]. However, look-ahead signals can

cause false activations if they are eligible to activate multiple

resources, such as one of multiple VCs [30]. This can occur

when a packet A requests an output port that another packet

B already has reserved a VC in. In this case, the router may

conservatively activate a second VC in anticipation of packet

A’s arrival, because packet B’s completion time is unknown.

To eliminate false VC activations, ABNs adopt drowsy

SRAMs [16]. Drowsy SRAMs can be activated in a single

cycle and still hold data when drowsy. However, when deacti-

vated, drowsy cells consume more leakage power than power-
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Fig. 1: With ABNs, packets A and B can be placed in the

same channel lanes in low-traffic regions.

gated cells, and require more energy to be activated. Drowsy

SRAMs were briefly investigated in on-chip networks [10].

Past work, related to ABNs, also adjusts channel bandwidth

dynamically but does so by using channels in a bidirectional

manner [19], [11], [26]. Further work provides duplicate

physical channels between routers instead of VCs, where each

channel can reverse direction or be disabled individually [14].

Further related work reduces static power dynamically by

using multiple subnetworks [7], [13]. In those designs, traffic

sources either inject to an active network or activate a power-

gated network using oblivious [7] or adaptive [13] metrics.

Compared to multi-network approaches, ABNs provide flits

the flexibility to switch lanes in each hop, instead of just at

injection time. This reduces the number of lane activations and

the number of cycles channel wires are active for, especially

under uneven network load. As an example, consider the case

where packets need to be placed in separate subnetworks

such that congestion is avoided in a high-traffic region. This

placement, however, is not optimal for low-traffic regions the

packets may traverse, resulting in more channel activations in

the low-traffic regions. This is illustrated in Fig. 1.

Packet placement in subnetworks affects performance in

addition to energy because packets encountering congestion

are unable to utilize another subnetwork’s bandwidth. Also,

packet injection decisions are inherently less accurate than

per-hop decisions because global and accurate knowledge of

current and future network state is impossible at injection time.

ABNs also more readily apply to fault tolerance since a

defect in a single channel wire shuts down only the affected

lane of that channel. In multi-networks, a single fault would

disable an entire subnetwork, without the complexity to enable

packet detours [36]. Finally, the radix of the network interface

at each endpoint increases with the number of subnetworks.

On the other hand, an ABN with two lanes and the same

bisection bandwidth as a multi-network design with two sub-

networks has half the number of switches but of twice the radix

each. Due to the quadratic cost of switches with radix, this

results in half the switch area and energy for multi-networks

compared to ABNs, and simpler switch allocators.

Mechanisms to dynamically detect silicon defects have been

proposed [17]. Faulty channels can be disabled which forces

packets to route around faults [34]. Alternatively, channels can

include spare wires to replace faulty wires [12], [39], flits
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Fig. 2: ABNs divide channels into lanes. Each lane is an

independent power gating domain.

can be serialized through the functioning wires [33], [8], or

channels can be used in a bidirectional manner [36], [14].

ABNs advance the state of the art by using the low activa-

tion delay of drowsy SRAMs to activate VCs without false ac-

tivations, adjusting the bandwidth in every hop to match traffic

demands without the drawbacks of multi-network approaches,

and using the same lane and VC activation mechanism for

channel fault tolerance in addition to reducing static power.

III. ADAPTIVE BANDWIDTH NETWORKS

A. Multi-lane Channels

Fig. 2 illustrates how ABNs divide channels into lanes with-

out affecting the bisection bandwidth (which is an orthogonal

option). Each lane is an independent power gating domain and

is activated according to local traffic demands.

We use channel power gating as described in [29], [10],

which disconnects cells from ground using high voltage

threshold (low leakage) connector transistors. We use a 65nm

technology library and modify the models of [2] to estimate

area, power, and wakeup latencies. Using those models we

pessimistically estimate 3ns for the channel activation la-

tency (LaneActLat), which matches the upper bound reported

by [29], [10] for another 65nm process. Power-gated channel

bits consume 0.5% of their leakage power (Laneinact), due

to the connector transistors. Channel lanes are activated by

the router that is driving data on them. Therefore, each lane

requires an extra wire to control the high voltage threshold

connector transistors and therefore the lane’s status. Finally,

the activation energy penalty is the equivalent of eight clock

cycles of leakage power at 1GHz (LaneActPen). This covers

the activation penalty, the propagation of the control bit, as

well as the gradual increase and decrease of leakage power.

We restrict packets to using one lane per hop per cycle.

In other words, multiple flits of the same packet may not be

transmitted in the same cycle using different lanes. This deci-

sion was made in the interest of static power and resembles the

operation of alternative techniques such as multi-networks [7],

[13] which assign packets to a single subnetwork. Without this

restriction, a packet could activate all channel lanes, which

defeats the purpose of channel lanes. However, this restriction

increases serialization latency similar to multi-networks. Still,

execution time never increases more than 1% in two-lane

ABNs for our application benchmarks.

B. Router Datapath

For input buffers, we model drowsy SRAM cells [10]. Each

VC can be activated independently from other VCs and in a

single cycle (V CActLat). When inactive, drowsy SRAM cells

consume 15% of their active leakage power (V Cinact). We
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Fig. 4: A multiplexer for each VC is required because flits

from any lane may be destined to any VC. Look-ahead signals

minimize the timing impact of these multiplexers.

pessimistically estimate the energy penalty for activating a VC

to equal sixteen cycles of leakage power at 1GHz (V CActPen).

This covers both the activation energy and the leakage power

during the cycle that a VC is activating or deactivating.

Even though channels may deliver one flit per lane per cycle,

those flits will be destined to different VCs since packets are

restricted to send only one of their flits per cycle. Therefore,

VCs can be placed in separate SRAMs to make managing VCs

as independent power gating domains more straightforward.

To avoid making the input side of router switches a bottle-

neck, router switches need to connect to every input VC with

separate switch lanes. At the output side, switches connect

to each lane of each output channel. Therefore, switches

have (InputPorts × V Cs) inputs and (OutputPorts ×
ChannelLanes) outputs. This way, routers can transmit a

flit to each lane of each output port in every cycle, and each

input VC can transmit a flit independently of other input VCs.

In a single-lane network with the same bisection bandwidth

switches have InputPorts inputs and OutputPorts outputs,

but the width of each of these switch input and output ports

equals the width of ChannelLanes switch ports in ABN

switches. Therefore, the output side of ABN switches has the

same number of bits as a single-lane network with the same

bisection bandwidth, whereas the input side is no wider as

long as ChannelLanes ≤ V Cs.

In addition to VCs and channel lanes, ABNs also apply

power gating to switches [18]. At the input side, the switch

connection to a VC is only active when the VC is active.

At the output side, switch lanes are only active when the

corresponding channel lanes are active. This is shown in Fig. 3.

Because flits in any channel lane may be destined to any

input VC, input buffers require a multiplexer for each input

VC, as shown in Fig. 4. To mitigate the timing overhead to

the last pipeline stage of the channel, the multiplexer’s control

inputs for each input VC arrive one cycle before the flit, using

the look-ahead signal for that flit (explained in Section III-D).

Still, with a large number of channel lanes, this multiplexer

may pose a noticeable timing overhead even with preset

control inputs. We can simplify this multiplexer by mapping

a subset of VCs to each lane such that choosing an output

VC restricts the allowed output channel lanes. While this

will result in more channel lane activations due to choice

restriction, it also simplifies switch allocation by reducing the

possible input VC–output port combinations. Finally, if the

number of VCs equals the number of lanes, reserving an output

VC essentially also reserves a lane in the output channel.

Therefore, VC allocation is no longer required. We call this

option ABN simple and quantify its efficiency in Section V.

Since packets choose a VC before lanes, ABNs use VCs

similarly to networks without lanes for deadlock avoidance.

C. ABN Complexity

ABNs increase switch allocator complexity because mul-

tiple grants may be generated for each output (one for each

lane), and each input VC may be granted independently of

other VCs of the same input. With ABNs, switch alloca-

tors perform an (InputPorts × V Cs) × (OutputPorts ×
ChannelLanes) allocation, where the same input can receive

multiple grants to different VCs in the same cycle. However,

in the typical case where ChannelLanes ≤ V Cs, the switch

allocator is no more complex than the VC allocator, which

performs an (InputPorts× V Cs)× (OutputPorts× V Cs)
allocation where the same input can also receive multiple

grants to different output VCs. Past work reports that in a

typical mesh with 2 VCs, extending the radix of the switch

allocator to become equivalent to that of the VC allocator

extends the switch allocator’s minimum timing path by 10%

for separable allocators [4]. Even in a high radix flattened

butterfly (FBFly) topology, the switch allocator’s path is only

extended by 15% [4]. However, given than VC and switch

allocation are typically performed in separate pipeline stages

and the switch allocator is no more complex that the VC

allocator if ChannelLanes ≤ V Cs, this timing overhead is

unlikely to extend the router critical path.

In addition, increasing the switch allocator radix in a

mesh with 2 VCs to match that of the VC allocator would

increase area by approximately 30% and power by 35% for

separable allocators [4]. However, the VC allocator occupies

approximately 5000 µm2 and consumes 2 to 10 mW, both of

which are very small percentages of the router [4], [21]. For

example, the Intel Teraflop chip consumes 7% of the network’s

power for allocation and all other router logic [21].

As stated in Section III-B, ABNs do not increase router

switch radix compared to a single-lane network with the same

bisection bandwidth as long as ChannelLanes ≤ V Cs.

Moreover, ABNs have the same overhead for power gating

compared to past work because ABNs use the same models

of power-gated transistors [18], [29], [7], [13]. Finally, past

work also uses look-ahead signals for wakeup. ABNs reduce

the overhead of look-ahead signals by using drowsy SRAMs

which allows a single look-ahead signal per flit.

D. Router Pipeline and Control

The router pipeline is illustrated in Fig. 5. For each flit

receiving a switch allocator grant, a look-ahead signal is sent

one cycle before the flit enters the output channel that:
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Fig. 5: The pipeline for two consecutive routers. A look-ahead

signal is created for each flit winning switch allocation.

• A: Alerts the downstream router that a flit will be arriving

for a certain output. The router can then activate more

switch and output channel lanes.

• B: Alerts the input buffer of the downstream router of the

VC the flit will be arriving for. If that VC is inactive, it

will be activated. The multiplexer at the input side of that

input VC will be set at the beginning of the next cycle.

Look-ahead signals are generated for each flit in a packet.

That is necessary because switch allocation may delay body

flits long enough for resources to power down. Each look-

ahead signal contains the input VC and output port the flit

will use in the downstream router, obtained in the upstream

router using look-ahead routing [28]. Therefore, look-ahead

signals are log
2
Outputports + log

2
InputV Cs + V alidBit

bits wide. One look-ahead signal is required per channel lane.

Channel and switch lanes are activated to match the number

of flits destined to each output port. Routers maintain a counter

per output port. Look-ahead signals increment the counter for

the output port they are requesting. Flits receiving a grant in

switch allocation decrement the counter. Routers activate as

many channel lanes and corresponding switch output lanes as

the counter’s value, but with a delay of LaneActWait cycles.

Specifically, lane X is activated if the counter’s value for

that output has been at least X continuously for the last

LaneActWait cycles. This ensures that ABNs do not over-

react to short-lived congestion. ABNs can use more complex

policies that consider past or neighboring state [1], [14], [19],

[11], but this is left as future work. Routers deactivate lanes

if they are inactive for LaneDeactWait cycles.

In our four-stage routers, look-ahead signals hide three

cycles of activation latency for switch and channel lanes. That

is because look-ahead signals arrive one cycle in advance of

their corresponding flit, and flits need to go through VA and SA

before traversing the switch. In our 65nm technology library

and power gating models [29], [10], this is enough to hide the

lane activation delay in full. In addition, since switch traversal

precedes link traversal by a cycle, channel lanes need only be

activated one clock cycle after the corresponding switch lanes.

Because of the proactive nature of lane activation, false lane

activations are possible. A false lane activation is an activation

without a subsequent flit traversal. Consider the case where

packets A and B arrive for the same output port, but A is

stalled waiting for credits until after B departs the router. In

this example, two lanes are activated to guarantee that A will

not stall waiting for a lane if a credit arrives. However, one

active lane would suffice. We quantify the frequency of false

lane activations in Section V-B.

Look-ahead signals arrive only one clock cycle in advance

of the corresponding flits. One cycle suffices to hide the single-

cycle activation delay of drowsy SRAMs. Power gated (non-

drowsy) SRAMs which require more cycles (such as three

cycles in [30]) would require an additional look-ahead signal

before VC allocation in the upstream router’s pipeline. The

single-cycle activation delay enables the use of the upstream

router’s VC allocator to activate downstream VCs. This elimi-

nates false VC activations [30] because only VCs that flits are

actually assigned to are activated. However, downstream VCs

are not activated until after the flit wins switch allocation. In

addition, to reduce unnecessary VC activations, VC allocators

prioritize active output VCs. Input VCs are deactivated if

empty and have either been idle for V CDeactWait cycles or

all channel lanes to that input are inactive.

E. Silicon Defect Tolerance

While the primary purpose and novelty of ABNs lie in

static power consumption, ABNs also readily apply to isolating

channel defects with only the additional cost for detecting

faults. With ABNs, faulty VCs as well as channel or switch

lanes can simply be disabled, but the remaining resources

are still usable. Therefore, a single fault does not necessitate

disabling entire input ports or channels and resort to extra

complexity to enable detours [25], [34]. If the fault probability

for a single channel bit is P (ranging from 0 to 1), channel

width W, number of lanes L, the probability for a channel to

fully fail is:

(
W

L
× P )L

L = 1 represents the baseline single-lane network assuming

channel bit failures are independent events. Lanes are consid-

ered failed if they contain at least one faulty bit.

As the number of lanes increases, the probability that all

lanes contain a fault decreases. Therefore, ABNs are more

likely to maintain network connectivity with an equal number

of faults compared to the baseline single-lane network. Multi-

network designs will fail if a single channel in any subnetwork

fails, without extra VCs and complexity to enable detours [36],

[25], [34]. That is because flits already injected to the faulty

subnetwork cannot switch subnetworks, and there is propaga-

tion delay to alert all traffic sources of the fault.

IV. METHODOLOGY

For our evaluations, we use a modified version of Book-

sim [22]. We present results for synthetic traffic and PARSEC

benchmarks collected with Netrace traces [5], [20], which

respect packet dependencies and therefore reflect the impact

of the network to application execution time. For synthetic

traffic we use a read-reply communication protocol. The traffic

pattern decides the destination of read and write requests. Each

request generates a reply. Read requests and write replies are

128 bits. Write requests and read replies are 640 bits. For our

synthetic traffic we vary the injection rate of request packets.
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We use the Netrace traces provided in the project’s website.

These traces were collected for a 64-core cache-coherent chip

multiprocessor (CMP) with in-order ALPHA cores. L1 data

and instruction caches are 32KBs each, 4-way set associative,

and use MESI cache coherency. L2 caches are fully shared S-

NUCA with 64 banks and 16MB, eight-way set associativity

and 8-cycle bank access time. Finally, the memory has a

150-cycle access time and 8 on-chip memory controllers.

We simulate 200,000 packets of the parallel region of seven

PARSEC benchmarks using their medium size input sets.

Longer simulations produce comparable results.

We compare the following networks:

• Baseline network without power gating (baseline): This

is a single network without power gating.

• Single-lane power gating network (single-lane): This

network represents the state of the art in single-network

power gating [28], [30]. In order to isolate the gains from

channel and switch lanes, in this network we still use

drowsy SRAM cells [30], [10].

• Flexible adaptive bandwidth network (ABN flexible): We

keep bisection bandwidth constant compared to other

networks. Therefore, with two lanes, flits are half the

width compared to the networks above, and each input

port has twice the VCs. Flits can choose any output VC.

• Simple adaptive bandwidth network (ABN simple): Same

as above, but we map lanes to only allow delivery to a

subset of VCs. With four VCs and two lanes, each lane

delivers to one request VC and one reply VC.

• Multi-network designs (multinets): This represents the

state of the art in static power reduction [7], [13]. Sources

inject flits to the first subnetwork unless the count of

available buffer space in all input buffers of the injection

router is less than half of total buffer size [13]. In that

case, sources consider the next subnetwork, and so on.

If all subnetworks are congested, sources choose one at

random. Bisection bandwidth and flit width equal ABNs

for an equal number of lanes and subnetworks.

We use an 8×8 2D mesh with dimension-order routing

(DOR), 2mm channels, and the router pipeline of Fig. 5. The

baseline network has 128-bit channels and two VCs per input,

chosen as a good trade-off between performance and cost.

VCs are equally divided among requests and replies. To keep

total buffer size constant, we increase the number of VCs for

networks with more than one lane, because such networks

have narrower flits. Making VCs deeper instead typically does

not justify the increased cost as long as the credit round-trip

delay is covered. Therefore, two-lane ABNs have four VCs

per input. The increased number of VCs in ABNs may affect

router clock frequency if the VC allocator is in the critical path

and the network needs to be clocked at maximum frequency.

In that case, ABNs can use fewer VCs which will sacrifice

performance, but also reduce cost. Increasing the radix of VC

allocators also increases their power and area costs [4], but all

router allocation and control logic is just 7% of network power

in the Intel Teraflop processor [21]. Multinets also have more

TABLE I: Network and model parameters.

Parameter Value

LaneActLat 3 cycles

V CActLat 1 cycle

Laneinact 0.5% of full leakage

V Cinact 15% of full leakage

LaneActPen 8 cycles worth of leakage

V CActPen 16 cycles worth of leakage

LaneActWait 15 cycles

LaneDeactWait 3 cycles

V CDeactWait 6 cycles

AreaOverhead 7%

VCs in total but the VCs are distributed among subnetworks.

For cost estimation, we use a 65nm technology library

and a 1GHz clock frequency. We modify the area and power

models of [2] to include power gating [29], [10], [18], drowsy

SRAMs, and additional overhead such as the extra wires for

the look-ahead signals. From these models, we pessimistically

estimate the power gating area overhead to be 7% for buffers,

switches, and channels (AreaOver). Drowsy SRAMs can be

activated in a single cycle [16], whereas for channel and switch

lanes the activation latency is 3ns [29]. Since ABNs hide

three cycles of lane activation delay, ABNs fully hide the

lane activation delay in this technology process. We derive

the parameters shown in TABLE I based on our models and

preliminary evaluations. While LaneActWait, LaneDeactWait,

and V CDeactWait depend on the probability of flits reusing

lanes or VCs, which depends on the traffic pattern, we choose

one set of numbers for all traffic patterns for simplicity.

We report static power which is predominantly composed

of leakage power but also includes the power to toggle the

capacitance of the clock input of cells and SRAMs. Static

power also includes energy penalties from activating resources.

Dynamic power includes look-ahead and wakeup signals.

V. EVALUATION

A. Application Traffic

For our PARSEC simulations, we first replay the traces and

respect packet dependencies. This produces an approximately

0.2% flit injection rate across benchmarks. We call this the

low load testcase, which also evaluates application execution

time. We then relax packet dependencies and increase the

average flit injection rate to 2% (medium load) and 3.5% (high

load) across benchmarks. Injection rates higher than 3.5% are

susceptible to causing tree saturation in some benchmarks due

to load imbalance. Medium and high loads are not used to

measure execution time, but rather to load the network in a

manner closer to an application with higher loads than our

PARSEC benchmarks. The PARSEC benchmarks we choose

exhibit a variety of communication patterns. Specifically, in

blackscholes and fluidanimate cores transmit equally to each of

two nearby cores, in canneal traffic resembles UR by average,

and in the rest of the benchmarks cores transmit different

amounts of data to a subset of nearby and distant cores [3].
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Fig. 6: Total power reduction of ABN simple with two lanes

compared to multinets with two subnetworks.

Fig. 6 presents the percentage of total power reduction of

ABN simple with two lanes compared to multinets with two

subnetworks. We observe an approximately 33% average total

power reduction for ABN simple for low loads. Application

traffic is often bursty and produces unbalanced loads [35],

[9], [19], [3]. Hotspots exacerbate the impact of the lack of

flexibility flits have in choosing subnetworks after injection,

as shown in Fig. 1. Bursty traffic also creates temporary

congestion in routers which causes flits injected to that router

to be sent to another subnetwork. Those flits may not switch

subnetworks after the injection router, and therefore may not

share active resources with other low traffic. This results in

43% to 55% more active channel and switch lane cycles by

average across benchmarks for multinets compared to ABN

simple. Compared to single-lane power-gated networks, ABN

simple reduces total power by an average of 45%. Both ABNs

and multinets cause an average slowdown of just 0.95%, with

the maximum being 1.05% in the case of blackscholes. Static

power reductions decrease with an increase in injection rate

due to fewer power gating opportunities with more traffic.

B. Synthetic Traffic

We use synthetic traffic to gain more insight and to evaluate

the worst-case traffic for ABNs since UR traffic is perfectly

load balanced (load imbalance favors ABNs compared to

multinets). Results are shown in Fig. 8. ABN simple saturates

at an 8% higher injection rate than multinets because in

multinets flits cannot escape transient congestion encountered

in a subnetwork even with UR traffic, and perfect injection

decisions are unrealistic. This also causes multinets to have a

34% higher average latency close to saturation (40% request

packet injection rate). Baseline and single-lane each provide an

8% lower throughput than ABN simple because ABN simple

has twice as many VCs. However, due to serialization latency,

baseline and single-lane have a 10% lower average zero-load

packet latency compared to ABNs and multinets.

ABN flexible and multinets have comparable power con-

sumption across injection rates. They each have a 15% lower

total power consumption than the single-lane network, and

24% compared to the baseline. In addition, multinets have

7% lower dynamic power compared to each other network,

because multinets use twice the number of switches of half
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Fig. 7: Total power reduction of ABN simple with four lanes

compared to multinets with four subnetworks.

the radix, which therefore incur one quarter of the cost each.

However, because flits pick a subnetwork at injection time with

imperfect knowledge and are not able to switch subnetworks

later, multinets have a 9% higher static power compared to

ABN flexible due to a 36% higher channel static power

and 48% higher buffer static power. This offsets the gains

in dynamic power for multinets. ABN simple has no false

lane activations because once a packet chooses an output VC,

all flits have to use the lane that output VC is assigned to.

ABN flexible has a 19% lower activation power overhead than

multinets because it experiences 17% fewer activations, since

it is free to make maximum use of already active lanes.

In the baseline single-lane network, channel static power

is 51% of overall static power, while buffer static power is

20% and switch 23%. Static power is 62% of overall power

under a 2% request packet injection rate. ABN flexible reduces

channel static power including activation penalties by 53%,

buffer static power by 73%, and switch static power by 56%.

Comparing ABN simple and flexible, ABN simple saturates

at a 21% higher injection rate. This is because in ABN flexible

flits may request any output lane. This increases the allocation

problem and intensifies the inefficiencies of our separable

single-iteration VC and switch allocators.

In summary, for UR traffic multinets have power consump-

tion comparable to ABNs, but lower performance. UR traffic is

the worst-case for ABN because traffic patterns with imbalance

in time or space favor ABNs due to the flexibility in ABNs

in choosing lanes in each hop. As discussed in Section V-A,

ABNs lower the total power consumption by up to 33%

compared to multinets for application traffic.

C. Increasing the Number of Lanes

In this Section, we divide the same bisection bandwidth

to four lanes for ABNs and four subnetworks for multinets.

As shown in Fig. 7, ABN simple reduces total power by 21%

under low loads, 8% under medium loads, and 13% under high

loads, compared to multinets. Power reductions are smaller

compared to Section V-A because further subdividing into

more subnetworks makes router switches in multinets more

energy efficient due to their quadratic cost with radix. In addi-

tion, power gains under high loads are larger for ABN simple

because the lack of flexibility of flits in multinets becomes
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Fig. 8: ABNs have two lanes and multinets consist of two subnetworks. Static power includes activation penalty power.
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Fig. 9: Scaling of ABNs and multinets with UR traffic.

more pronounced compared to having two subnetworks. ABNs

also have a marginal (1%) benefit in execution time under low

loads in five benchmarks compared to multinets.

Fig. 9 presents latency under UR traffic. As shown, multi-

nets with four subnetworks saturate at a 5% lower injection

rate and have a 45% higher average latency compared to ABN

simple with four lanes. This is because the effect of flits being

unable to switch to idling subnetworks is more pronounced

with four subnetworks compared to two. Finally, ABNs with

four lanes and multinets with four subnetworks have a 19%

higher average zero-load latency than ABNs with two lanes.

D. Design Space Exploration

To motivate use of drowsy SRAM cells, we compare ABN

flexible with drowsy SRAMs and power-gated (non-drowsy)

SRAMs [30], [16] under UR traffic. At low loads, we observe

an average 43% false VC activations with power-gated SRAMs

(there are no false activations with drowsy SRAMs), and 15%

more active VC cycles for power-gated SRAMs. However,

due to the different energy overheads, non-drowsy SRAMs

consume 22% less activation power, but 32% more static

power due to the extra active cycles, resulting in 11% higher

static power (including activation overhead) overall. At high

loads, static power without activation overheads is comparable,

but non-drowsy SRAMs incur 12% more activation power

due to the 35% false VC activations. While these numbers

depend on the traffic pattern, they show the benefits of drowsy

SRAMs, while also simplifying the router pipeline since one

wakeup signal suffices for both VCs and channel lanes.

We also evaluate a baseline network with four VCs and

ABNs with eight VCs to test the sensitivity of our results

to the number of VCs. With UR traffic, ABN simple has
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Fig. 10: Time until a packet chooses an output port leading to

a failed channel, for single-lane, multinets, and ABN flexible.

comparable (1% higher) performance than multinets with

separable allocators, and 3% higher with wavefront allocators.

However, with realistic application traffic, there is insignificant

impact because the network is not close to saturation.

Finally, our results depend on the relative contributions of

channels and switches. Topologies with higher-radix switches,

such as the FBFly, favor multinets because router switches

have a higher radix and therefore the benefit of reducing

their radix in half in multinets is relatively larger. In contrast,

topologies with longer channels, such as a mesh with longer

channels than our mesh, favor ABNs because ABNs reduce

channel leakage power compared to multinets.

E. Silicon Defect Tolerance

To measure the improved resiliency of ABNs, we simulate

UR traffic and assign a 5×10−4 probability that any one chan-

nel bit line will fail in each cycle. We assume that channels

have two spare bit lines [12], [39]. We report the time that a

packet chooses an output port that leads to a failed channel

(without detours). In the case of ABN flexible, this means all

lanes have failed. Essentially, this is the time period that the

network is no longer able to function correctly. Multinets have

comparable probability as the single-lane network because

when a channel in any subnetwork fails, flits already injected

may not switch subnetworks to avoid the faulty channel, and

there is propagation delay to alert sources.

Fig. 10 shows the increased resiliency of ABNs (2× higher

for two lanes compared to single-lane and multinets). The

variance in our results, especially for four lanes, stems from

the many random choices in each experiment. ABN simple

performs in between ABN flexible and multinets.
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VI. DISCUSSION

Our results illustrate the advantage of allowing flits to switch

lanes in ABNs with local per-hop decisions to accommodate

regions with different traffic conditions, compared to multinets

where the decision is made once at injection time where per-

fect knowledge of current and future global state is impossible.

This translates to performance and power benefits, especially

with unbalanced traffic. However, dividing a single network

into subnetworks with multinets makes router switches more

energy and area efficient. Comparing ABN simple and flexible,

ABN simple provides better performance but ABN flexible

provides slightly lower static power.

Routers with shallow pipelines would activate VCs in a

similar manner because of the single-cycle activation delay

of drowsy SRAMs. However, routers with shallow pipelines

or higher clock frequencies (which increase wakeup latencies

in terms of clock cycles) may not be able to fully hide channel

and switch lane wakeup latencies with look-ahead signals.

Future technologies may also affect wakeup latencies. For

example, past work reports 5.1ns for a 32nm technology li-

brary [13] and 4ns for 45nm [9]. If wakeup latencies cannot be

fully hidden, networks can either use predictors similar to non-

drowsy SRAMs [30], or leave some lanes constantly activated.

In addition, ABNs have similar power gating granularity and

require similar power distribution networks or power gating

transistors than multinets or other past work [24], [32], [13].

Look-ahead signals do cause extra bits to be transported,

but they are only a small fraction of the flit width and

enable significant savings in leakage power which will be

critical in future technologies [6], [23], [9]. Finally, upcoming

technologies such as FINFETs may reduce the contribution

of leakage power, but that is still projected to increase and

remain important in future technologies [6], [23].

VII. CONCLUSION

This paper proposes ABNs. ABNs divide channels and

switches into lanes each of which can be activated individually

to match traffic demands. Unlike power-gating approaches

with multiple subnetworks, flits are free to choose a different

lane at each hop instead of committing to a set of lanes at

injection time. At the input buffer side, ABNs take advantage

of drowsy SRAM cells to activate VCs individually without

the possibility of false activations. ABNs also readily apply to

silicon defect tolerance. For application traffic, ABNs reduce

total power consumption by up to 33% compared to multi-

network designs and up to 45% compared to single-lane

networks, with comparable or superior performance.
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