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Abstract. When a damaging extreme meteorological event occurs, the question often arises as to
whether that event was caused by anthropogenic greenhouse gas emissions. The question is more
than academic, since people affected by the event will be interested in recurring damages if they
find that someone is at fault. However, since this extreme event could have occurred by chance in an
unperturbed climate, we are currently unable to properly respond to this question. A solution lies in
recognising the similarity with the cause-effect issue in the epidemiological field. The approach there
is to consider the changes in the risk of the event occurring as attributable, as against the occurrence of
the event itself. Inherent in this approach is a recognition that knowledge of the change in risk as well
as the amplitude of the forcing itself are uncertain. Consequently, the fraction of the risk attributable
to the external forcing is a probabilistic quantity. Here we develop and demonstrate this methodology
in the context of the climate change problem.

1. Introduction

Human and environmental infrastructures are designed to handle a range of weather
events. For logistical reasons, however, these infrastructures cannot handle all pos-
sible events, and so there exists a non-negligible probability of an ‘extreme’ event
occurring beyond the tolerated range, possibly with large impacts. For instance, in
August 2003 the main concern in Western Europe was not the mean climatological
temperature for that region during that month but that in this particular August the
temperature was well above normal and in fact above the tolerance levels of some
national health systems (Institut de veille sanitaire, 2003).

The usual reaction to an extreme weather event is to review the response
measures in place, including the ability to predict the event. The goal is to use such
review to improve the preparedness for the next similar extreme event. With the
prospect of a changing climate responding to anthropogenic activities, however,
there is another plausible reaction: we may be able to alter the likelihood of the event
occurring again in the future. Of more direct relevance, however, is the point that
past anthropogenic influence may have altered the likelihood of the event occurring
now. Consequently, anthropogenic activities may be partly at fault for aiding
the occurrence of the extreme event, perhaps even in a legal context (Grossman,
2003).
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In a climate changing in response to some external forcing, the frequency and/or
intensity of extreme events may change. Consequently, after an extreme event we
may be able to attribute its occurrence to the external cause. For instance, with
respect to anthropogenic emissions of greenhouse gases, we may ask the question
“Was this event caused by that external forcing?” Unfortunately, this question is
unanswerable under the current climate change attribution methods outlined in
Mitchell et al. (2001). The problem lies in the fact that these methods assume a
deterministic link between the forcing and the response in question. While this
may be appropriate for the trend in global mean temperature, it is not so clearly
applicable to the occurrence of a single local event that could easily have occurred
anyway in the absence of the forcing. Thus we cannot say that some long term
forcing ‘caused’ a short transient event. In the end, though, if the probability of that
event occurring has changed as a result of the forcing, we should still be able to
consider the attribution question.

A solution to this problem is to look at the risk of the event occurring, rather than
the occurrence of the event itself (Barsugli et al., 1999; Palmer and Réisénen, 2002).
Since the risk represents statistical information on the occurrence of the event, it
can be viewed as being related to the forcing in a deterministic sense. In a way, we
are defining risk to be the equivalent of the ‘climate’ while the actual occurrence of
the event is the equivalent of the ‘weather’. The implication of this is that risk, just
like climate, can be quite predictable since it depends only on knowledge of future
external forcing, while event occurrence and weather are rather less predictable
since they depend strongly on the initial conditions. Thus, we may ask the question
instead “How has the risk of this event occurring changed as a consequence of that
external forcing?” (Allen, 2003). We should point out here that strictly speaking
we are actually considering the probability of a harm occurring and not the risk
itself. We will refer to it as the risk however, under the assumption that the harm is
independent of the external forcing.

The purpose of this paper is to transfer the measure of attributable risk from the
epidemiological field to the climate change problem. This can also be viewed as a
formal expansion of the probabilistic approaches developed in Barsugli et al. (1999)
and Palmer and Riisénen (2002) to include an assessment of the change in risk
and to include uncertainty as part of that assessment. In these earlier approaches,
the probabilities are assumed to be known precisely, whereas here we explicitly
recognise that the probabilities are uncertain since they are estimated from finite
samples and the individual samples themselves are only approximations of the true
system. In Section 2 we develop the method of attributing changes in risk, first in
a case where we assume that the statistical properties of the climate system are
known perfectly and then in a case where our knowledge is imperfect. We proceed
in Section 3 with a test of the method in a simple nonlinear dynamical system
exhibiting chaotic behaviour. Section 4 then contains an example exercise of the
full methodology required for attributing weather events. We discuss the results in
Section 5.
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2. Method
2.1. THE PERFECT WORLD CASE

First, we consider the simple case in which the properties of the system are known
exactly. We may then define a scalar, py = ¥ (qg), to be the probability of some
event occurring in our system i in some reference state forced constantly with
qo. p1 is the corresponding value in some new state produced through a constant
external forcing g;. Implicit in this formulation is the assumption of the existence of
a well-defined climate attractor, such that py and p; have single defined values. In
practice these probabilities will usually be estimated from simulations with numer-
ical models starting from a specified historical state, implying that this assumption
can be relaxed somewhat to the condition that the evolution of the system from that
historical state to the current reference and perturbed distribution of possible states
is well defined.

In this definition we are also assuming a step function for our damage function,
i.e. either the event does or does not occur. While this is a simplification, it is
nevertheless a useful view point for the attribution problem. For instance, while
a larger flood may cause more damage than a smaller flood, the concern for the
attribution problem is the fact that the house was flooded in the first place.

An increase in the risk of the damaging event occurring in the externally forced
state, as compared to the reference state, can then be attributed to the change in
external forcing Ag = q; — qo. This is given by taking the fraction of the new risk
that cannot be attributed to the random probability (pg) of the event occurring in
the reference state. That is,

far = 2L PO (1a)
P1
-2 (1b)
P1

where the far is the change in risk attributable to the external forcing. This quantity
is used extensively in the epidemiological field (Greenland and Rothman, 1998),
for example in determining the relation between smoking and lung cancer. It is
variously referred to in that field as the ‘excess fraction’, ‘attributable proportion’,
‘attributable risk’, and ‘etiologic fraction’. We adopt the term ‘fraction attributable
risk’ (far).

Strictly speaking, this quantity is only valid if the events are repeatable in real
time, that is if occurrence of an event does not preclude re-occurrence. While this
is clear for meteorological events, it may not follow for their impacts where the
damage may remove the victim from further possibility of damage. Accounting for
this factor involves modifying the pg term such that far = 1 — %(1 — ¢). Here

c= @ is the fraction of the events that would have occurred normally in the

absence of forcing but which will now be pre-empted and instead will be caused
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by the new forcing. In the context of this paper, however, we mainly have rarer
extreme events in mind, and so we will consider this ¢ term to be negligible or that
the events are repeatable in real time.

This fraction of attributable risk can be interpreted as follows. If the event never
occurred in the reference state, but does occur in the new forced state, then far = 1,
implying that all of the risk of this event occurring can be attributed to the forcing. If
the probability of the event occurring does not change between states, then far = 0:
there was no change, therefore none can be attributed to the forcing. If the risk of
the event occurring decreases, then far < 0. In this case the far can range down to
—oo (as p — 0), making it difficult to interpret the result, other than recognising
that no attribution can be made to an increase in the risk of the event occurring,
since the risk did not increase. This measure of course could be redefined in this
case to measure the attribution of a decrease in the risk by exchanging pg and p; in
Equation (1), as is done in the epidemiological field in the definition of ‘preventable
fractions’.

2.2. ACCOUNTING FOR UNCERTAINTY

Of course, in the real world, we cannot know either py or p; exactly. Incomplete
and finite observations, uncertainty in our knowledge of the external forcing, and
limitations in our understanding of the system all limit the accuracy of our result.
To account for this, we must consider these variables as being probabilistic, with
some uncertainty in their estimation. In the epidemiological case it is possible to
estimate both the value and uncertainty in these quantities through observational
studies employing large cohorts. In the climatological case, however, we only have
one observable sample for the forced state and none for the reference state. Thus we
must turn to models as a proxy for the climate system, employing large ensembles of
experiments with these models spanning the ranges of our uncertainties in order to
estimate the relevant probability density functions (PDFs). While statistical models
may be useful in some cases, various nonlinear relationships between observations,
modelling, and forcing imply that the general approach should be with dynamical
models.

The first source of uncertainty arises from finite sampling in our model exper-
iments. Thus we must reformulate our expressions in terms of random variables,
which we denote as uppercase characters. With this modification, the estimated
probabilities of an event occurring, given the information from a finite sample,
become

Py = ¥r(q0) + Ey(q0) (2a)
Py =v¥(q1) + Ey(q1). (2b)

¥ (qo) and v¥r(q1) are now the statistical mean values and Ey(qo) and Ey(q;) are
random variables with zero mean which sample the uncertainty arising from the
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finite samples of model experiments in the reference and perturbed states. The
distributions of Ey(go) and Ey(g;) may take any form and may even differ from
each other if the sampling strategies differ or if model variability is a function of
the forcing. Because of this latter possibility it is important to write this component
as a function of the forcing.

Limitations in our knowledge of the forcing on the system can be another source
of uncertainty. In many cases this is uncertain even in the reference state (e.g. current
natural greenhouse gas forcing). Therefore we must include an ensemble of forcing
scenarios for both states. We can express this as a random variable Q:

QO - QO + EQ() (33)
Or=q1+ E,. (3b)

qo and g; become the expected scenarios while £, and E,, are random variables
with zero mean which sample about these mean scenarios. Once again, no restric-
tions exist on the distributions of these random variables in either the reference or
forced states. These forcing scenarios can then be used as input for the model, from
which we can estimate event probabilities as in Equation (2), with Q substituted
for q.

Finally, the model is by nature always imperfect. The arising uncertainty can in
principle be quantified by using a family of models which span the range of our
uncertainty in the operation of the climate system (Allen and Stainforth, 2002).
With this addition, the model v is interpreted instead as a random variable W. This
results in the final formulation of the risk in the reference and perturbed states:

Py =Y (Qo) + Ey(Qo) (4a)
Py =V (Q1)+ Ew(Q1). (4b)

In this formulation, the model W, the forcing Q, and the consequence of limited
sampling Ey are all treated as random variables.
With this full probabilistic expression of the risk, we can then calculate the
fraction attributable risk (FAR) as in Equation (1):
Py
FAR=1- —. (5)
Py
Now, however, we are expressing the risk in a probabilistic form: the FAR is a
distribution rather than a scalar quantity.

3. Example: The Lorenz System
A good test study for this technique is a variant on the Lorenz (1963) system

proposed by Palmer (1999). Like the climate system it is a nonlinear dynamical
system producing chaotic behaviour. The nonlinearity of this behaviour appears
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much stronger than that of the climate system though, which makes the Lorenz
(1963) system a good test for robustness of a method against the most extreme
nonlinear behaviour that we may expect in the climate system. Furthermore, it is
much simpler and this allows larger test ensembles than is possible with a dynamical
climate model. This system is described by the three equations:

0x

Ezs(y—xﬂ—qcosa (6a)
ay .

E:(r—z)x—y+qsma (6b)
d

a—j =xy—bz (6¢)

in the space spanned by x, y, and z. s, r, and b are parameters. The last terms in the
first two equations represent an external forcing on the system along the x, y plane
of magnitude ¢ and at angle a from the positive x-axis. When a is 140° and common
values are used for the other three parameters, the response of the system to this
forcing is counter-intuitive. Rather than respond along the direction of forcing, the
centre of gravity of the system responds by moving almost perpendicularly to the
forcing, that is along the x = y axis (Palmer, 1999).

This behaviour is demonstrated in Figure 1. The projection of the PDF of the
system along the % axis is shown. The averaging interval is one unit of time in the
Lorenz (1963) system. The lag correlation function of this system in time is similar
to that of many surface weather variables upon removal of the annual cycle, so these
‘daily’ units can be considered analogous to conventional days in the climate system.
The plot is produced from a 10,000-day simulation of the model, comparable to
30 years of daily weather data such as the conventional 1961-1990 period. In the
unforced case there is a 4% chance of a daily event exceeding 10 on this axis, but
when the forcing increases to g = 3 the risk of the event doubles.

For the tests we assume that the ‘real’ Lorenz (1963) system is described exactly
by Equation (6) with s = 10, r = 28, b = % and a = 140°. Furthermore,
in the reference ‘climate’ gp = 0 and in the perturbed ‘climate’ q; = 3. We
also suppose that the dynamics of the system, as described by Equation (6), are

0.020F .
o, 0.015 . Forcing magnitude E
4] s E
. = :
2 0.010 3 -3 -
2 - E
L 0.005F 3
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State on (x+y)/sqrt{2) axis

Figure 1. The PDF of the projection of the Lorenz (1963) system along the % axis for unforced

and forced cases.
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known exactly. However, uncertainties from sampling, in forcing magnitude, and
in model parameters will be introduced progressively. For convenience, impacts
are considered to occur on days with )iﬁy > 10.

3.1. UNCERTAINTY FROM LIMITED SAMPLING

For the first test, we include only the uncertainty arising from a limited sampling.
The various parameter values used are listed in Table 1. We take ngmple = 1000
samples of ng,ys = 10,000 days each of the modelled system with varying initial
conditions.

The PDFs of the risk of the magnitude 10 event occurring in both the unforced
and forced states (Py and P;) are shown in Figure 2. In both states, uncertainty
arising from internally generated variability is small due to the use of reasonably
long simulations. In the forced state this uncertainty is broader, consistent with the
behaviour of a binomial distribution with an increased mean, but P; is still well
defined. Consequently, the resulting plot of attributable risk is also well defined
at FAR ~ 0.5. This value implies that half of the risk of the magnitude 10 event
occurring in the forced state is a consequence of the applied forcing. This is nec-
essarily consistent with the evident doubling of the risk (indicated on the top axis
of the lower panel of Figure 2 as % = - 113A , which is the quantity examined
by Palmer and Réisénen (2002)). Within the resolution of our sampling, there is
a <1% chance that none of the change in risk is attributable to the forcing, while
there is a 13% chance that the FAR is in fact less than one half. Use of shorter
samples (n4ay) would widen the estimated distributions such that we would be less
confident in attributing the change to the forcing; on the other hand use of fewer
samples (1sample) Would only have made the estimated distributions more bumpy
and more poorly defined.

TABLE 1

Parameter values for the various tests with the Lorenz (1963) system
Parameter  Section 3.1  Section 3.2  Section 3.3 Section 3.4
s, S 10 10 10(1+ 250EG) 10(1+ 250EG)
r R 28 28 28(1+ 2;Ec) 28 (1 + 55Ec)
b, B % % %(1"' 250EG) %(1"' 250EG)
q0, Qo 0 0+ Eg 0 0+ Eg
q1, 01 3 3+ 1Eg 3 3+ 1Eg
a 140° 140° 140° 140°
Nsample 1000 1000 1000 1000
Nday 10000 10000 10000 10000

Eg is a Gaussian random variable of zero mean and unit standard deviation.
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Figure 2. Top: the histogram estimated PDF of the risk of a % > 10 event in the Lorenz (1963)
system in unperturbed (Py) and perturbed (P;) cases including only uncertainty arising from limited
sampling. Bottom: the fraction of the risk in the perturbed case attributable to the imposed external
forcing (FAR). The top axis of the lower panel is the ratio between the risks in the perturbed and
unperturbed cases, given as ;%(‘) = H':AR. All values of FAR < 0 are pooled in the zero bin since there
is nothing to attribute in these cases. See Table I for the parameter values used in these simulations.

3.2. INCLUDING FORCING UNCERTAINTY

For the second test, we add uncertainty in the forcing to the internally generated
variability while still assuming a perfect model. The forcing for the reference state
is still taken to be zero, but with a Gaussian distributed uncertainty of unit standard
deviation. Thus we are replacing the constant gy with the random variable Qy = Eg,
where Eg is a Gaussian distributed random variable of zero mean and unit standard
deviation. For the forced state the forcing is taken to be both translated and better
defined, as would be the case if we were comparing present day with non-industrial
conditions; thus g; = 3 is replaced by Q; = 3 + %Eg.

The PDFs of the risk of the magnitude 10 event occurring in both of these states
are shown in Figure 3. As expected the PDFs are noticeably wider than in the first
test due to the addition of uncertainty in the forcing, especially in the reference
state. The PDF of the FAR is correspondingly wider too. There is still a <1%
chance that none of the change in risk is attributable to the forcing, but there is now
a 45% chance that the FAR is less than one half. In this example, recognising the
uncertainty in the forcing is clearly important for the final result.

3.3. INCLUDING MODELLING UNCERTAINTY

For the third test, we once again ignore uncertainty in the forcing but add uncertainty
in the model parameters to the internally generated variability. For simplicity, we
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Figure 3. AsinFigure 2 but including uncertainty in the forcing in both the perturbed and unperturbed
cases as outlined in Table 1.

assume the same uncertainty for all three model parameters. This uncertainty is
characterised by a Gaussian distribution of standard deviation of the mean
value.

The PDFs of the risk of the magnitude 10 event occurring in both the reference
and forced states are shown in Figure 4. Since the model uncertainty is independent
of the forcing, it has affected the two states equally, such that the PDF for the
reference state is narrower than in Section 3.2 but the PDF for the forced state is
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Figure 4. Asin Figure 2 but including uncertainty in the model parameters in both the perturbed and
unperturbed cases as outlined in Table I.
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wider. The result is a narrower PDF of the FAR, although it is still considerably
wider than when assuming a perfectly known model. In this case there is still a
<1% chance that none of the change in risk is attributable to the forcing but a 41%
chance that less than half is attributable.

3.4. INCLUDING FORCING AND MODELLING UNCERTAINTY

Finally, we add uncertainty in the three model parameters on top of the uncertainty
in the forcing and internally generated variability. The PDFs of the risk of the
magnitude 10 event occurring in both of these cases are shown in Figure 5 and are
now even wider. Comparable to the previous two tests, there is a43% chance that less
than half of the change in risk is attributable to the forcing. However, there is now a
non-negligible 2% chance that none of the change in risk is attributable. Accounting
for all sources of uncertainty has stretched the PDF of the FAR considerably from
Figure 2 to the extent that any statement concerning the attribution will have to be
substantially more cautious.

As a probabilistic quantity, it may sometimes be more useful to view the FAR
through its cumulative distribution function (CDF), as in Figure 6. From this plot
we can see that if uncertainty from limited understanding of the dynamics and
forcing were non-existent or neglected, we would say that a doubling of the risk is
‘likely’ according to the Intergovernmental Panel on Climate Change convention
of a better than 2 in 3 chance. However, given some uncertainties in our knowledge,
as assumed in preceding subsections, that possibility could only be stated as being
of ‘medium likelihood’, that is between a 1 in 3 and 2 and 3 chance.
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Figure 5. As in Figure 2 but including uncertainty in both the forcing and the model parameters in
both the perturbed and unperturbed cases as outlined in Table I.
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Figure 6. The cumulative distribution function of the FAR as estimated in Section 3. The horizontal
axes are identical to those in Figure 2.

4. The End-to-End Procedure

The probabilistic attribution procedure outlined in the preceding sections assumes
that we have full knowledge of the nature of the external forcings on our system and
that the only uncertainty we have about them is in their magnitude and representation
in our model. This cannot be assumed in the case of the climate system, considering
the large array of potential forcings acting on it. Consequently, we must establish that
our understanding of the forcings is consistent with observed climate change and not
consistent with other plausible scenarios. In this section we present a methodology
for a full probabilistic end-to-end attribution investigation, again using the Lorenz
(1963) system.

First we need to establish that our understanding of the external forcing and
system parameters is consistent with the observed change. It would be preferable to
do this by looking at the measure of the extremes of the variable, with which we are
ultimately concerned. However, beyond restrictions in modelling efficiency,
the observational measurements of climate variables are generally too sparse to
examine extremes in this manner. Thus the only option is to look at more robust
measures of the physical quantity, like its mean and variance, and assume that veri-
fication of our understanding of the physics and forcings relevant to these measures
applies to its extremes as well.

For this experiment we modify the experimental design of Allen and Stott (2003)
to the following.

1. We generate a time history of pseudo observations of the system with the pa-
rameters used in Section 3.1. The forcing follows a scenario where it increases
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linearly from the reference value (go = 0) to the perturbed value (g; = 3).
This history covers a period of 30,000 Lorenz days, analogous to 100 years
in the climate system, which are averaged to analogous decadal means. In
addition, our observations of this change may be incomplete, so we have to
include uncertainties, Eqps arising from this restriction. We choose a Gaus-
sian distribution of zero mean and standard deviation 0.5 for this uncertainty,
which we apply to the decadal averages of all three system variables.

2. We estimate a spatio-temporal response pattern using ensemble simulations
with amodel of the Lorenz (1963) system, but with the forcing and parameters
as used in Section 3.4. The main effect of the inclusion of these uncertainties
will be a larger uncertainty in our result. Only the single scenario described
above (linear increase) is examined in this experiment, but our knowledge of
this scenario is considered uncertain as in Section 3.4. The response pattern
to this forcing scenario is estimated from 100 simulations.

3. We estimate the internal variability of the system using a long ‘control’
simulation of the model, in this case 100 times longer than our observational
‘record’. The system parameters used are as in Section 3.1, and the forcing
is maintained at the reference gy = 0. In this construction, it is implicitly
assumed that the internal variability does not depend strongly on the system
parameters and forcing, within the plausible range of values.

Time series for the observed history and the average scenario are shown in
Figure 7.

To test our understanding of the relevant forcings and parameters we apply the
optimal fingerprinting technique described in Allen and Stott (2003). This method
relates the observations, y, to m model scenario response patterns, X; where i =

1, ..., m, through a linear regression equation:
m
y=Y & —v)Bi+ . (7)
i=1

The observations are contaminated with sampling noise vy, so this term must be
included in the regression. Similarly, the model scenario response patterns are un-
certain due to the limited sampling size used in their estimation, and this uncertainty
is included in the regression through the v; noise terms. The goal is to estimate the
regression coefficients 8; and their PDFs from this information. This is performed
using the total least squares (TLS) algorithm described in Allen and Stott (2003).

In this example we only consider the one plausible scenario outlined above. The
TLS algorithm produces a best estimate of the regression coefficient 8 of 1.03,
with a 95% confidence interval of 0.83—1.23. The fact that this interval excludes
B = 0 indicates that we have, at the 5% level, detected an effect of the forcing
change on our observed history. Moreover, since § = 1 is within this range, our
understanding of the forcing changes and their effects is consistent with the change
in the observed variables.
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Figure 7. (a—c) The evolution of decadal averages of the ‘observed’ variables, including measure-
ment uncertainty. Values are anomalies from the means of the control simulation. (d—f) The average
evolution of the 100 model simulations in response to a presumed scenario of linearly increasing
forcing.

Through this test we have established that the imposed forcing has indeed caused
a change in the observed system (which of course is the case here by design). While
this result only verifies our understanding of the relevant forcings and parameters
in the context of the means of the variables we are examining, sampling restrictions
force us to assume that this result holds for the extremes of the variables as well.
Thus, to attribute the occurrence of an extreme event to this forcing we would now
proceed with the experiment detailed in Section 3.4 and Figure 5, which is not
repeated here. It should be noted though that there are two options for this second
step. The first would be to use the models by themselves, as done in Section 3.4. The
second would be to use the PDF of § arising from the observational constraints to
scale the model output (Stott et al., 2004), the advantage being that our uncertainties
would depend on the observational constraints and thus would be less dependent
on the specific model formulation.

5. Discussion

We have transferred a simple technique for the attribution of sporadic events to
external factors from the epidemiological field to the climate change problem and
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demonstrated it with a simple nonlinear dynamical system. Implicit in this transfer
was a recognition that the estimation of this attribution cannot be inferred from the
single sample of the observational record, and therefore must be derived from a
large ensemble of climate and impact model simulations representing the range of
our uncertainties. The uncertainties in the model formulation are evidently difficult
to quantify since the model itself is an approximation of the climate system, yet
they must be estimated if we are to produce a useful result.

The heat wave in Europe in summer 2003 was given as motivation for this
approach. For this problem the first step would be to verify that our chosen climate
model, when forced with all of the external forcings as we understand them, can
reproduce weather that is consistent with what has been observed. This step was
demonstrated in Section 4 on a different problem. For the heat wave, an obvious
measure would be summer mean temperature over Europe, since comparisons of
measures of very rare extreme events would be unreliable. This step is necessary
in order to determine whether the model is appropriate for the problem at hand.
Using model simulations, we would then estimate the probabilities of the heat
wave in climates with and without the anthropogenic forcing, and estimate the
FAR from these. This full analysis of the 2003 heat wave is done in Stott et al.
(2004).

A concern with this methodology is the selection effect. The motivation for
this approach assumes a recent extreme event, but extremes of some form happen
somewhere all the time. This lends itself to a bias toward mistaken attribution since
cases which cannot be attributed will tend to be forgotten. While it is not clear
how this bias can be solved, it can be minimised. For instance, Stott et al. (2004)
examine the probability that a record heat wave, rather than the 2003 heat wave,
occurred. Furthermore, they choose an established measure in mean temperature
and a domain defined partly independently of the heat wave. Of course, ultimately
a specific harm should be considered and its relationship to climate should be
explicitly modelled as well.

In this probabilistic framework, all statements concerning the change in at-
tributable risk must be qualified by the usual statistical interpretation. Thus in any
statement attributing an event we would have to be able to state, for instance, that
a given estimate of attributable risk was statistically significant from zero at some
level «. This is equivalent to stating that a 1 — « fraction of the PDF of the FAR
must be above zero. From a practical point of view, however, there lies the ques-
tion as to the value at which the FAR becomes substantial. A well constrained and
statistically significant value of FAR = 0.01 will only be of academic interest. A
natural threshold is FAR = 0.5, in other words when over half of the risk of a given
event is attributable to the cause. Indeed, Grossman (2003) states that US courts
tend to interpret a doubling in the risk as acceptable in civil tort cases. Thus a more
practical evaluation would be the statistical significance over an attributable risk of
50%. In the end, of course, the critical value for the null hypothesis will depend on
the problem at hand.
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Finally, the question must be asked as to whether the detailed probabilistic
treatment outlined in Section 2.2 is necessary in real world situations. Dessai and
Hulme (2003) argue that the use of probabilistic information is dependent on the
context. However, they only consider the prediction of future climate and not the
attribution of current weather. An examination of Figure 5 indicates that in the case
of attributable risk this probabilistic information is vital in assessing the robustness
of the result. A PDF of the FAR as in Figure 5 contains useful information that
can only be revealed in a probabilistic approach. From it we can be confident that
some of the risk is attributable to the external factor, but we are rather uncertain as
to the exact degree of this attribution. Naturally it is unlikely that we will ever be
able to fully quantify the effect of all sources of uncertainty, but the unacceptable
alternative is to assume absolute certainty in a scalar result. Of course, in the long run
we would hope to attain more precise results, resembling Figure 2, in which case the
uncertainty has little impact on the derived conclusions. In the meantime, however,
statements attributing the occurrence of extreme weather events to external forcing
must include appropriate assessments of their robustness.
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