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Abstract. NERSC has partnered with over 20 representative applica-
tion developer teams to evaluate and optimize their workloads on the
IntelR© Xeon PhiTM Knights Landing processor. In this paper, we present
a summary of this two year effort and will present the lessons we learned
in that process. We analyze the overall performance improvements of
these codes quantifying impacts of both Xeon PhiTM architectural fea-
tures as well as code optimization on application performance. We show
that the architectural advantage, i.e. the average speedup of optimized
code on KNL vs. optimized code on Haswell is about 1.1×. The aver-
age speedup obtained through application optimization, i.e. comparing
optimized vs. original codes on KNL, is about 5×.

1 Introduction

The National Energy Research Scientific Computing Center (NERSC) [10] is
the production HPC facility of the U.S. DOE Office of Science. It’s mission is to
enable and accelerate scientific discoveries through high performance computing
and data analysis. The center supports over 6,000 users with more than 700
applications which cover a wide variety of science domains [7]. Therefore, HPC
systems deployed at NERSC should not only support a diverse workload from
a broad user base but also satisfy the increasing demand of computing cycles
required to fulfill scientific goals. At the same time, power constraints for exascale
computing are forcing major HPC and data centers to transition to more energy
efficient-architectures.

At NERSC the transition to an energy-efficient pathway to exascale was re-
alized via the procurement of the Cori system: a Cray XC40 powered by more
than 9600 Intel R© Xeon PhiTM 7250 (Knights Landing, KNL) based nodes which
were added to an existing Cori phase I system powered by 1900+ XeonTME5-
2698 (Haswell) CPUs. The Xeon PhiTM7250 is a self-hosted x86-64 compatible
CPU. As such, in principal, all current NERSC users can immediately run their
application without modification. In order to leverage the full capability of the
Knights Landing architecture however, scientific applications often require some
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Fig. 1. Breakdown of NERSC workload in fractions of overall compute hour budget
for 2015. NESAP applications are colored blue (note that the Other chunk includes
four other NESAP apps).

non-trivial optimization. In order to facilitate this transition, NERSC has es-
tablished the NERSC Exascale Science Application Program (NESAP) — a
collaboration of NERSC staff along with experts at Cray and Intel, as well as
the scientific application developers — with the goal of optimizing selected ap-
plications for the Xeon PhiTM architecture [8]. As shown by the blue regions of
Fig. 1, the NESAP codes constitute about 60% of the overall NERSC workload.

In this paper, we present the results of the NESAP effort by discussing
achieved speedups, lessons learned, and multi-node specific challenges develop-
ers might face when they aim at running their applications on KNL-based Cray
XC40 systems at scale.

2 HPC Systems at NERSC

We will briefly describe the three major HPC systems at NERSC as well as
compare the performance of (un-)optimized NESAP codes on all three systems
later on. We consider the following systems:

– Edison is a Cray XC30 supercomputer with peak performance of about
2.57 PFLOP/s. It is comprised of 5,586 compute nodes with two 12-core
Intel R© XeonTME5-4603 CPUs per node. Each of the 12 superscalar out-of-
order cores runs at 2.4GHz and is capable of hosting 2 threads per core. Each
cores supports the AVX instruction set and includes a 32KB L1 and 256KB
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L2 cache, and each socket includes a shared 30MiB L3 cache and 32GiB of
DDR3 memory (64GiB/node).

– Cori-Haswell represents the 1.92 PFLOP/s Haswell partition of the Cori
Cray XC40 supercomputer. It is comprised of 2,004 compute nodes with two
16-core Intel R© XeonTME5-2698 CPUs per node. Each superscalar out-of-
order core runs at 2.3GHz, has a similar cache architecture to those in Edison,
but supports the AVX2 instruction set. Unlike Edison, each socket has a
40MiB L3 cache and has 64GiB of DDR4 main memory (128GiB/node).

– Cori-KNL is the KNL partition of the Cori Cray XC40 supercomputer. It
has a peak performance of about 29.1 PFLOPS/s and is comprised of 9,688
self-hosted KNL compute nodes. Each KNL processor includes 68 cores run-
ning at 1.3GHz and capable of hosting 4 HyperThreads (272 HyperThreads
per node). Each out-of-order superscalar core has a private 32KiB L1 cache
and two 512-bit wide vector processing units (supporting the AVX-512 in-
struction set3). Each pair of cores (called “tile”) shares a 1MiB L2 cache and
each node has 96GiB of DDR4 memory and 16GiB of on-package high band-
width (MCDRAM) memory. The MCDRAM memory can be configured into
different modes, where the most interesting being cache mode in which the
MCDRAM acts as a 16GiB L3 cache for DRAM. Additionally, MCDRAM
can be configured in flat mode in which the user can address the MCDRAM
as a second NUMA node. The on-chip directory can be configured into a
number of modes, but in this publication we only consider quad mode, i.e.
in quad-cache mode where all cores are in a single NUMA domain with MC-
DRAM acting as a cache for DDR, and in quad-flat mode where MCDRAM
acts as a separate, flat memory domain.

All three systems feature the Cray Aries low-latency, high-bandwidth intercon-
nect utilizing the dragonfly topology.

There are a number of challenges associated with optimizing codes for Xeon
PhiTM . Perhaps the most obvious is that new sources of parallelism must be
identified. This is not limited to only thread parallelism, but also includes vec-
torization opportunities. The latter imposes restrictions on data layouts (i.e.
data should be preferably contiguous and 64-bit aligned) and data dependen-
cies between loop iterations should be avoided. Furthermore, maximizing cache
locality is more important as there is no on-chip L3 cache to capture misses. Fi-
nally, and this is important for multi-node scalability, a single Xeon PhiTM core
can not saturate the injection rate of the Aries interconnect. Therefore, multiple
cores (multiple threads or multiple MPI ranks per node) should be employed in
order to achieve good performance. The detailed analysis of this is beyond the
scope of this paper and can be found in another reference [20].

3 NESAP Results Overview

In this paper, we present the results from a variety of NESAP codes or their
proxies. Table 1 displays an overview of these codes along with categorizations

3 This includes the subsets F, CD, ER, PF but not VL, BW, DQ, IFMA, VBMI.
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of their scientific field and, if applicable, the application they act as proxy for.
The table further shows the most performance-critical kernels. Many of these
kernels are representative for kernels in modern scientific codes used on a variety
of HPC systems worldwide. The selection of codes further encompasses a broad
variety of communication patterns (nearest neighbor exchanges or other point-
to-point patterns, global reductions, all-to-all exchange, etc...) representative of
those found in a wide range of applications.

Name Scientific Field Description Kernels Proxy

BerkeleyGW Materials
MBPT

FFT,

[19, 1] Science Linear Algebra

CESM Climate
Grid

Stencil(Multiple),
WRF

[2, 28] Modeling Linear Algebra

Chombo-Crunch
Multiple AMR EB

EB Stencil(3D),

[42–44] Solver(AMG)

Chroma Nuclear Lattice Stencil(4D),
qlua

[23, 29, 30] Physics QCD Solver(BiCGStab)

DWF HEP
Lattice FFT, Stencil(5D),

qlua
QCD Solver(BiCGStab)

EMGeo
Geophysics Grid

SpMM,

[39, 38] Solver(IDR)

GROMACS Materials Molecular
Force Calculation

LAMMPS,

[4, 40] Science Dynamics NAMD

HISQ HEP
Lattice Stencil(4D),

QCD Solver(BiCGStab)

HMMER
Bioinformatics

Gene Dynamic Programming(2D),

[5, 22] Annotation Byteword Arithmetics

MFDN Nuclear Many SpMM,

[35, 36, 34, 18] Physics Body Eigensolver(lanczos)

MILC
HEP

Lattice Stencil(4D),
qlua

[6, 17] QCD Solver(BiCGStab)

MPAS-O Climate Unstructured Gather,
WRF

[41, 37] Modeling Grid Solver(RK4)

Nyx/BoxLib
Multiple AMR

Stencil(3D),

[14, 33, 24] Solver(GMG)

Qbox Materials
PW DFT

FFT, Linear Algebra,
cp2k

[11, 26] Science Eigensolver(lanczos)

Quantum ESPRESSO Materials
PW DFT

FFT, Linear Algebra,

[25, 16] Science Eigensolver(lanczos)

VASP Materials
PW DFT

FFT,

[31] Science Eigensolver(multiple)

WARP Accelerator
PIC

Gather, Sort,
osiris

[12, 45] Physics FFT, Solver

XGC1 Fusion
PIC

Gather, gtc, gts,

[13, 32, 27] Research Sort GYRO

Table 1. Overview of NESAP applications discussed in this paper including important
references. The specified kernels represent the hot spots at the beginning of the NESAP
effort. Due to optimization efforts, their importance relative to the rest of the code has
decreased in general, but they still consume a significant fraction of the overall wall
time.
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3.1 Optimizations Summary

Historically, when a user is presented with a new architecture, they must often
weigh the relative costs of porting and optimization effort against potential per-
formance benefits. This is especially the case for Intel Xeon PhiTM as most x86-64
applications can run natively without modification. In the following sections we
summarize the optimizations undertaken by the NESAP teams and quantify the
performance benefits not only to KNL but also on traditional Xeons (Haswell,
Ivy Bridge). We found the following techniques had the largest impact on a wide
range of NESAP applications:

– identifying and exploiting parallelism / creating more work for individual
threads: This maybe the most important thing to consider when switching
from multi-core to many-core architectures. Small OpenMP sections that do
not contain enough work for multiple threads will hurt performance signifi-
cantly due to implicit barriers at the end of these sessions. Profiling usually
highlights this as large omp or kmp sync/barrier overheads. Where possible,
loop nests should be collapsed to maximize parallelism. Whereas perfect rect-
angular loop nests can be collapsed using the OpenMP 4 collapse clause,
more complicated loop structures often require more manual transformations
including data structure rearrangements such as extending array dimensions
to allow for batched processing. We found the latter to be especially benefi-
cial for batched node-local Fast Fourier Transforms (FFT).

– loop tiling : Cache blocking to achieve cache locality of heavily used arrays
can be realized by reordering and tiling inner loops. This advice is not new
as it is in general a good practice to optimize code for L1/L2 accesses. On
Xeon PhiTM this is even more important as there is no L3 cache to mitigate
the impact of L2 misses on application performance. Unfortunately, as this is
a manual code transformation rather than a directive, code can become less
readable and more brittle. Nevertheless, this technique benefits application
performance on most architectures. In terms of loop tile sizes, we found that
blocking to shared L2, i.e. 512KiB/core, performs best for most applications.

– short loop unrolling : Short loops do not provide sufficient work for either
threads or the wide vector registers. Instead it is beneficial to unroll them
using compiler directives or manual unrolling.

– ensuring efficient vectorization: This may sound obvious but can often re-
sult in a major challenge as it may entail loop reordering, loop restructuring,
and/or data layout transformations. It is nevertheless desirable not only be-
cause there is a potential 16× loss in performance from not vectorizing (vs.
4× on Ivy Bridge), but it also affects memory and cache bandwidth as sin-
gle element loads and stores are inefficient. Further compounding this chal-
lenge on scientific codes, efficient mathematical function implementations
for square roots, exponentials, etc. are only available as vectorized variants.
Where the compiler is deficient in auto-vectorizing parallel loops, compiler
hints and the OpenMP 4 simd pragmas were found to be particularly useful.

– using optimized mathematical functions: This is related to the previous point
that vectorization enables the compiler to utilize efficient implementations
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of expensive functions. Unfortunately, their generation may only be enabled
by instructing the compiler to use a relaxed floating-point model. Under the
same restrictions, compilers may not be able to factor a divide by a loop
constant out of an inner loop. We found that manually factoring out the
divide (by multiplying by the inverse of the loop-carried constant) could
significantly improve performance.

This list is not meant to be a complete guide, and we recommend reviewing some
of our NESAP case studies which discuss some of these topics [9] and a previous
overview of the NESAP program results [15]. Nevertheless, this list can serve as
a guideline for developers who aim at getting their current codes ready for Xeon
PhiTM .

3.2 Optimized vs. Original

We will first compare the speedup achieved by optimizing the code for Xeon
PhiTM on the three different systems. The current state of this effort is displayed
in Figure 2. It shows the speedup of optimized vs. original codes on all HPC
systems at NERSC for a typical production partition size. Single node results
represent capacity workloads with ideal weak scaling. The plot shows several im-
portant results: speedups of up to 17× (on KNL) to about 6× (on Haswell) could
be achieved. The diagram shows that optimizations targeting Xeon PhiTM can
significantly benefit multi-core architectures as well. The main reason for that
is that the optimized applications feature improved cache locality, contiguous
aligned data access which facilitates vectorization and offers better thread-level
parallelism. The improvements for some applications have an even bigger effect
on Cori-Haswell. For example, this can happen if chunks of data are accessed in
a random fashion but those chunks fit into the big L3 cache of the two multi-core
architectures but not into L2 on Xeon PhiTM . These problems are usually mem-
ory latency bound and MCDRAM does not offer a significant advantage over
conventional DRAM. An example for this is Chombo, which utilizes comparably
large lookup tables in order to retrieve memory locations of the next relevant
chunk of data. Another more obvious reason is that serial sections or sections
with insufficient vectorization are hurting Xeon PhiTM performance more than
conventional multi-core architectures. The median speedup achieved on Xeon
PhiTM is 2.8×, which generated a median speedup of about 1.7× and 1.4× on
Edison and Cori-Haswell respectively.

3.3 Manycore vs. Multicore

Perhaps one of the most fundamental questions is to quantify the performance
advantage provided by manycore architectures like KNL compared to traditional
multicore architectures like Ivy Bridge and Haswell. Figure 3 shows the speedup
of the optimized codes on Cori-KNL with respect to Cori-Haswell and Edison. It
shows that almost all applications on Xeon PhiTM exceed Edison’s performance
(node for node) by at least 30% with similar power-requirements per node. We
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Fig. 2. Performance of optimized vs. original codes on the three major HPC sys-
tems/partitions at NERSC. The number of nodes mentioned below the application
name are representative for a typical production run on the Cori-KNL system. The
single node numbers represent embarrassingly parallel capacity workloads.

should mention that almost all original versions of NESAP applications, except
for some heavily memory bound applications such as EMGeo, were initially
significantly slower on Xeon PhiTM than on Haswell and some even compared to
Edison.

Compared to Cori-Haswell (a contemporaneous architecture), in many cases,
the performance difference is not that significant. MFDn for example shows
a huge speedup on Cori-KNL compared to Edison, but not to Cori-Haswell.
This might look surprising as the architectural differences between Edison and
Cori-Haswell are not very big, but there are three significant differences which
can cause this behavior. MFDn constructs a huge sparse matrix at first. In
this construction, vector instruction gather and broadcast routines are available
on Haswell (AVX2) and, in an improved version on Xeon PhiTM (AVX-512),
that offer a significant advantage over individual loads and stores that might be
used on Edison. Furthermore, the construction step used bitwise comparisons
(XOR) that can be accelerated with AVX2(Haswell) and AVX-512(KNL), and
the linear algebra part benefits from the fused multiply-add instructions also
only available in AVX2 and AVX-512. The combination of all three effects can
cause a significant architectural benefit for Haswell and Xeon PhiTM over Ivy
Bridge (Edison).

For the other applications the picture looks more consistent, where some ap-
plications favor Haswell over Xeon PhiTM . Quantum ESPRESSO for example is
very similar to BerkeleyGW and VASP but performs worse on Xeon PhiTM than
on Haswell. This is mainly due to inefficiencies in the eigenvalue solver: Quan-
tum ESPRESSO can utilize SCALAPACK and ELPA but both libraries seem to
have insufficient support for threading and/or vectorization. Other parts of the
code, for example sections which heavily employ FFT and dense linear algebra,
perform much better on Xeon PhiTM than on Haswell.
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The median overall speedups over Edison and Cori-Haswell are 1.8× and
1.1× respectively when running code optimized for the target machine.
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Fig. 3. Speedups of optimized NESAP codes on Cori-KNL vs. Cori-Haswell and Edison.

3.4 Value of Wider Vectors (AVX-512)

Another question we asked is whether AVX-512 offers a significant advantage
over AVX2. Theoretically, the former offers a potential 2× speedup (ignoring
bandwidth) because the vector units are twice as wide. However, it forces the
developer to restructure for longer unit-stride access with no data dependen-
cies and thus might restrict the application design in undesirable ways. Figure 4
shows the speedups achieved by running the application on Xeon PhiTM with
either AVX-512 or AVX2 enabled. That is, for the same code, architecture, and
compiler, what is the value of doubling the vector length. For applications that
depend on libraries, we ensure the appropriate libraries were linked or environ-
ment variables were set (e.g. for selecting the instruction set in Intel MKL). In
case of Chroma and MILC, which utilize QPhiX[29] which in turn uses a do-
main specific language to generate architecture dependent code [30], we made
sure that the instruction level support was consistent. Figure 4 shows that the
value of doubling the vector length varies significantly (naively, a 100% speed is
expected because the vector lanes are twice as wide). Benefits lower than 100%
can be attributed to multiple factors. The simplest reason for this speedup is
that the code suffers from a low degree of vectorization. Another explanation
is that code is memory bandwidth bound and thus cannot benefit fully from
vectorization. However, it turns out that even bandwidth-bound codes such as
MFDn or EMGeo or MILC can be significantly accelerated by using AVX-512.
Although applying the Roofline Model [47, 46, 21] to such codes suggests there
should be little gain, the reality is that AVX-512 instructions reduce contention
in the pipeline and inject more parallelism into the memory subsystem thereby
allowing for higher bandwidth. Codes such as DWF and EMGeo that observe
more than 2× might benefit from advanced AVX-512 features such as masking.
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This allows AVX-512 compilers to vectorize loops with certain types of condi-
tionals which otherwise would not vectorize under AVX2. EMGeo vectorizes the
solver over multiple right hand sides and relies on this masking for removing
converged right hand sides from the solve. Additionally, AVX-512 provides 32
registers and thus twice as many as AVX2. For some codes, these extra regis-
ters likely mitigate register spill performance penalties. Finally, there are other
advanced features such as optimized mathematical functions and broadcast op-
erations which can give a gain exceeding the expected gain. Chroma is a special
case as the performance for AVX-512 or AVX2 seems to be the same. At the
time of writing, we could not find a satisfying explanation for that behavior but
we have to note that about 90% of the time is spent in QPhiX and the rest in
plain Chroma. The Chroma part utilizes LLVM with JIT and we had to disable
AVX-512 JIT-support in because of an LLVM compiler bug. This means that
this part of the code actually uses AVX2 in both cases. However, the time dom-
inating part of the code should be sensitive to the instruction set and we cannot
explain the differences here.

Ultimately, the median speedup achieved by using AVX-512 in lieu of AVX2
is approximately 1.2×.
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Fig. 4. Speedup from AVX-512 over AVX2 for optimized NESAP codes on Cori-KNL.

3.5 Flat and Cache Memory Mode Comparison

No memory technology simultaneously provides high capacity, high bandwidth,
and energy efficiency. Thus, KNL instantiates two distinct memories — an
energy-efficient, high-capacity DDR, and a high-bandwidth MCDRAM. The
KNL architecture can be configured to present these memories to the user as
either two distinct memories (flat mode) or can be configured to treat the MC-
DRAM as a cache for DDR (cache mode). In this section we quantify the per-
formance differences of using either cache or flat mode or not using MCDRAM
at all; we do not consider hybrid modes as we have not identified any suitable
use cases thus far.
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Figure 5 shows the speedup attained with flat mode over the simpler cache
mode as well as the benefit of MCDRAM over pure DDR. The figure clearly
exhibits that MCDRAM should be used in any case as the performance was never
worse than running from DDR for our selected applications. Furthermore, the
use of MCDRAM can significantly speed up heavily memory bandwidth limited
codes. For cache vs. flat the story is more complicated: we observe that the best
performance gains for our codes are 15-20%. The codes that perform equally well
in either mode have local problem sizes which fit into MCDRAM and thus suffer
no MCDRAM cache capacity misses. Codes that show a significant performance
penalty in flat mode (ChomboCrunch, DWF, and Qbox) feature local problem
sizes that cannot entirely fit into MCDRAM. Instead of utilizing AutoHBW or
compiler directives for selectively placing hot arrays into MCDRAM, they use
numactl -p 1 to prefer memory allocation in MCDRAM4. Unfortunately, this
only places the first O(16GiB) of allocated data in MCDRAM and the rest will
be allocated in DDR. With that approach, a speedup can only be achieved if
all hot arrays are allocated at the beginning and if they fit into MCDRAM.
Nevertheless, codes that use pool allocators such as e.g. HISQ and Chroma can
safely use this procedure. For all other codes we conclude that cache mode should
be favored if one wishes minimal code modification.
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Fig. 5. Speedups of optimized NESAP codes achieved by running from MCDRAM vs.
DDR and in flat vs. cache mode on Cori-KNL.

3.6 Total Savings in CPU Hours

We can now estimate the overall savings in units of CPU hours for the NERSC
workload due to optimized applications and KNL architectural features. We
assume that the CPU time fractions for the individual codes will be the same on
Cori-KNL as those on Edison in 2015, and that the speedups are representative
for the overall workload, the problem sizes are representative for the typical use

4 numactl -p 1 mimics the behavior of numactl -m 1 but it is safer as it will not
abort execution if there is no remaining free space in MCDRAM.
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of the specific application at NERSC, and users actually use the KNL-optimized
versions. Based on these assumptions we can combine the data from Fig. 1 with
the speedups achieved in Figure 2. This yields an expected saving of ∼1.8B
CPU hours by using the optimized code instead of the original code on Cori-
KNL. This is about 23% of total available CPU hours. Since NERSC charges by
the node-hour, the savings are real and can be used by the application teams to
tackle more complicated science problems.

4 Conclusions

We have presented overall and relative performance improvements of selected
NESAP applications and discussed specifics of Xeon PhiTM that have to be con-
sidered when applications are optimized for this architecture. We further showed
that improvements targeting Xeon PhiTM will usually benefit conventional multi-
core architectures. Thus, it can be beneficial for developers to start adapting their
codes to many-core systems even if they are still primarily targeting multi-core
architectures. Those improvements mainly target memory locality by applying
cache blocking to L2, and loop and data layout restructuring to exploit paral-
lelism and facilitate vectorization. Using a combination of these techniques is
essential if one is to outperform traditional multi-core architectures.
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