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Overview and Outline

ċ Traditional device scaling is ending

ċ We have to preserve computation performance scaling with a variety of 

emerging technologies

ċ Meeting future goals cannot happen without a multi-layer approach

Ê Need tools and methodologies

ċ If we succeed, communication will become the bottleneck

Ê We can no longer overdesign networks

ċ This calls for a grand strategy

ċ This talk is meant to be thought-provoking: Lots of ongoing work



Poll: What Did Dr. Moore Say

ċ Transistor density will increase by 2x every 12 months

ċ Transistor density will increase by 2x every 18 months

ċ Transistor density will increase by 2x every 24 months

(may have multiple answers)



Poll: What Did Dr. Moore Say

ċ Transistor density will increase by 
2x every 12 months

Ê In 1965 [1]

ċ Transistor density will increase by 2x 
every 18 months

Ê Average of the two

Ê Actual doubling rate around 
1975

ċ Transistor density will increase by 
2x every 24 months

Ê In 1975 [2]

5ǊΦ aƻƻǊŜΩǎ мфср ǇŀǇŜǊ ώмϐ

ώмϐ DΦ 9Φ aƻƻǊŜΣ ά/ǊŀƳƳƛƴƎ aƻǊŜ /ƻƳǇƻƴŜƴǘǎ ƻƴǘƻ LƴǘŜƎǊŀǘŜŘ /ƛǊŎǳƛǘǎΣέ 9ƭŜŎǘǊƻƴƛŎǎΣ ±ƻƭΦ оуΣ bƻΦ уΣ мфсрΣ ǇǇΦ ммп-117.
ώнϐ DΦ 9Φ aƻƻǊŜΣ άtǊƻƎǊŜǎǎ Lƴ 5ƛƎƛǘŀƭ LƴǘŜƎǊŀǘŜŘ 9ƭŜŎǘǊƻƴƛŎǎΣέ LƴǘŜǊƴŀǘƛƻƴŀƭ 9ƭŜŎǘǊƻƴ 5ŜǾƛŎŜǎ aŜŜǘƛƴƎΣ L999Σ мфтрΣ ǇǇΦ мм-13.



Figure courtesy of KunleOlukotun, Lance Hammond, Herb Sutter, Burton Smith, and John Shalf
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Mooreôs Law of Documentation



Computation Challenge: Preserve Performance 
Scaling With Emerging Technologies
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Energy Challenge:
HPC System Trends

ċ Summit supercomputer at ORNL

Ê Top performance in Linpack

(top500.org results) with 122.3 

PetaFLOPS

Ê 13 MW        13.9 GFLOPs / Watt

Ê 6 GPUs per node. 2 CPUs

ċ Next challenge: Exascale computing 

within 20 MW

Ê 50 GLOPs / Watt



Communication Challenge:
Top 10 System Trends

YŜǊŜƴ .ŜǊƎƳŀƴΣ ά9ƳǇƻǿŜǊƛƴƎ CƭŜȄƛōƭŜ ŀƴŘ {ŎŀƭŀōƭŜ IƛƎƘ tŜǊŦƻǊƳŀƴŎŜ !ǊŎƘƛǘŜŎǘǳǊŜǎ ǿƛǘƘ 9ƳōŜŘŘŜŘ tƘƻǘƻƴƛŎǎέΣ Lt5t{ нлму



Communication Energy Challenge

ċ 14 GFLOPs / Watt (Summit)        72 pJ / FLOP

Ê 0.36 pJ / bit

ċ Exascale target: 50 GLOPs / Watt       20 pJ / FLOP

Ê 0.1 pJ / bit

ċ Total communication budget

ċ The above assume 200 bits / FLOP

YŜǊŜƴ .ŜǊƎƳŀƴΣ ά9ƳǇƻǿŜǊƛƴƎ CƭŜȄƛōƭŜ ŀƴŘ {ŎŀƭŀōƭŜ IƛƎƘ tŜǊŦƻǊƳŀƴŎŜ !ǊŎƘƛǘŜŎǘǳǊŜǎ ǿƛǘƘ 9ƳōŜŘŘŜŘ tƘƻǘƻƴƛŎǎέΣ Lt5t{ нлму



Result: Specialization May Be Limited By IO
Googleôs TPU as an Example

ċ Dedicated hardware for DNNs

Ê Peak compute capacity: 
92 TOPS/s (8-bit precision)

Ê Peak bandwidth: 34 GB/s

ċ Must reuse a byte 2706 times to fully exploit 
compute capacity

Ê Operational intensity: 2.7KOPs/byte, hit 
rate: 99.96%, 0.003 bit/OP

ċ Only two operations have high 
operational intensity: CNN0 and CNN1

ċ Operational intensity of others (e.g., 
translate and Rankbrain which are 90%
of the applications) are 1 ï1.5 orders of 
magnitude smaller

ċ LSTM0 would require 40x more 
bandwidth
to (theoretically) allow full TPU 
utilization

[Google cloud]

[Jouppiet al. ISCA 17]

[Keren Bergman]



Specialization is Increasing


