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Overview and Outline r/\r| "

c Traditional device scaling is ending

c We have to preserve computation performance scaling with a variety of
emerging technologies

C Meeting future goals cannot happen without a multi-layer approach
E Need tools and methodologies

c If we succeed, communication will become the bottleneck

~

E We can no longer overdesign networks
c This calls for a grand strategy

¢ This talk is meant to be thought-provoking: Lots of ongoing work




Poll: What Did Dr. Moore Say r/\r|

¢ Transistor density will increase by 2x every 12 months

¢ Transistor density will increase by 2x every 18 months

c Transistor density will increase by 2x every 24 months

(may have multiple answers)
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Poll: What Did Dr. Moore Say rm ’Ji

c Transistor density will increase by
2x every 12 months

E In 1965 [1]

c Transistor density will increase by 2x
every 18 months

E Average of the two

E Actual doubling rate around
1975
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¢ Transistor density will increase by
2x every 24 months T E—
E In1975[2] Bk oLy PO S
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Technology Scaling Trends Ar\| !
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Moorebs Law of

new “Moore's Law" on documentation volume
seen from the 14" floor at Fermilab perspective

1 HEPIC2013 May 30 — June 1 Sep. 2013 & Fermilab
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Computation Challenge: Preserve Performance

BERKELEY LAaB

Post Moore

Scaling
New materials and
devices introduced

to enable
continued scaling

of electronics

performance and
efficiency.

Performance

Now - 2025

Moore’s Law continues through
~5nm -- beyond which
diminishing returns are

expected, il

2016 2016-2025 2025+

End of Moore’s Law
2025-2030?

Scaling With Emerging Technologies r%
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Energy Challenge:
HPC System Trends

C Summit supercomputer at ORNL

E Top performance in Linpack
(top500.0rg results) with 122.3
PetaFLOPS

13 MW > 13.9 GFLOPs / Watt

E
E 6 GPUs per node. 2 CPUs

C Next challenge: Exascale computing
within 20 MW

E 50 GLOPs / Watt

500

The List.
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Communication Challenge: "/}l A
Top 10 System Trends \’

BERKELEY LAB

Performance/Communications Trends for Top 10 (2010-2018)
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Averages in 2018:
B Node power: 2026 [GF/s]
B Node BW: 14.3 [GB/s]
O Byte-per-FLOP: 0.001 [B/F]

Averages in 2010:
B Node power: 31 [GF/s]

—_—
)

Evolution relative to 2010
(average top10 systems)

B Node BW: 2.7 [GB/s]

0.1¢ O Byte-per-FLOP: 0.09 [B/F] x0.08
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Sunway TaihuLight (Nov 2017) B/F = 0.004; Summit HPC (June 2018) B/F = 0.0005 - 8X decrease
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Communication Energy Challenge rﬂ

¢ 14 GFLOPs / Watt (Summit) [—> 72 pJ / FLOP
E 0.36 pJ/bit

c Exascale target: 50 GLOPs / Watt IZ>20 pJ / FLOP
E 0.1pJ/bit

¢ Total communication budget

c The above assume 200 bits / FLOP

Data Movement Energy:

— Access SRAM O(10fJ/bit)

— Access DRAM cell O(1 pJ/bit)

— Movement to HBM/MCDRAM (few mm) O(10 pJ/bit)
— Movement to DDR3 off-chip (few cm) O(100 pJ/bit)
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Result: Specialization May Be Limited By IO, .,y
Googleds TPU as an Hﬁr

BERKELEY LAB

¢ Dedicated hardware for DNNs R
E  Peak compute capacity:
92 TOPS/s (8-bit precision)

E  Peak bandwidth: 34 GB/s

C Mustreuse a byte 2706 times to fully exploit
compute capacity

E  Operational intensity: 2.7KOPs/byte, hit ,
rate: 99.96%, 0.003 bit/OP TPULoglog — [Jouppiet al . 1 SCA

100

[Google cloud]

= RoOOfline

c Only two operations have high gt
operational intensity: CNNO and CNN1 Wi e
¢ Operational intensity of others (e.g., N /“ S
translate and Rankbrain which are 90% '
of the applications) are 1 7 1.5 orders of
magnitude smaller

c LSTMO would require 40x more
bandwidth
to (theoretically) allow full TPU : i9
utilization

[Keren Bergman]

TeraOps/sec (log scale)

Operational Intensity: Ops/weight byte (log scale)
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Specialization is Increasing _— p
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The List.




