Exascale computing has extended the reach of resolved flow simulations in complex, heterogeneous systems far beyond conventional computational fluid dynamics capabilities. As a result, unprecedented pore and microscale resolution have been achieved in domains that have been traditionally modeled by, and limited to, continuum, effective medium approaches. By making use of computational resources on the new exascale supercomputer, Frontier, at the Oak Ridge Leadership Computing Facility, we performed flow simulations that have pushed the limits of domain-to-resolution ratios by several orders of magnitude for heterogeneous media. Our approach is an incompressible, Navier–Stokes CFD solver based on adaptive, embedded boundary (EB) methods supported by the Chombo software framework for applied partial differential equations (PDEs). The computational workhorse in the CFD application code is an elliptic solver framework in Chombo for pressure-Poisson and viscous, Helmholtz terms that leverages a PETSc-hypre software interface tuned for accelerator-based platforms. We demonstrate scalability of the approach by replicating a unit cylinder packed with microspheres to achieve over $400 \times 10^9$ degrees-of-freedom simulated. These simulations model domain lengths of over 20 meters with channel volumes of over 400 cm$^3$ and containing millions of packed spheres with 20 micron grid resolution, challenging current understanding of what it means to be a representative elementary volume (REV) of the continuum scale in heterogeneous media. We also simulate a range of Reynolds numbers to demonstrate wide applicability and robustness of the approach. [DOI: 10.1115/1.4064534]
reactive surface areas that drive coupled processes [1]. Because it is computationally intensive to resolve small characteristic length scales in heterogeneous pore space, a goal of pore scale modeling has been to develop effective parameter upscaling (e.g., permeability, tortuosity), i.e., to model domains with pore scale resolution that are consistent with what it means to be an REV of a macroscopic continuum scale model [2]. For example, an REV for subsurface materials is generally of the order of a cubic centimeter; with 1 micron resolution, CFD simulations in such systems has required supercomputing capability and resources (e.g., [3,4]). For low permeability materials, an REV can be even smaller, on the order of a cubic millimeter, as nanoscale resolution is required to resolve flow paths in tight pore space (e.g., shale [5]). In both examples, three to four orders of magnitude in domain-to-resolution ratio have pushed HPC CFD capabilities to their limits on CPU-based machines. However, with the advent of exascale computing, more capability has become available on accelerator-based machines to perform CFD simulations for much higher domain-to-resolution ratios than ever before using codes that have undergone the requisite performance portability and engineering (e.g., [6]).

Mathematical Model

For our CFD model, we solve the incompressible Navier–Stokes equations

$$\mathbf{u}_t + (\mathbf{u} \cdot \nabla)\mathbf{u} + \nabla p = \nu \Delta \mathbf{u} \quad (1)$$

where \( \mathbf{u} = \mathbf{u}(x, t) \) is the fluid velocity, \( \nabla \cdot \mathbf{u} = p(x, t) \) is the pressure gradient, and \( \nabla \cdot \mathbf{u} = 0 \) for incompressibility. The boundary conditions reflect pressure-driven flow through a channel, in the x-direction: inlet, \( \mathbf{u} = \left( \frac{1}{2} u(1 - y^2/a^2), 0 \right) \), \( \frac{\partial \mathbf{u}}{\partial n} = 0 \), \( p = 0 \), and solid boundaries, \( \mathbf{u} = 0, \right) \frac{\partial \mathbf{u}}{\partial n} = 0 \). Given initial conditions \( \mathbf{u}^0 = \mathbf{u}(x, 0), p^0 = p(x, 0) \), this system of equations constitutes an initial boundary value problem (IBVP) that can be solved by a number of different numerical approaches. For complex systems such as those found in engineering or natural media, we must be able to solve the equations of incompressible fluid dynamics in arbitrarily complex geometries with sufficient resolution to resolve the dominant viscous boundary layers in large surface area-to-volume ratios represented in heterogeneous media (e.g., [7–9]). To do so with numerical efficiency, it is important to choose a computational approach that supports consistency between geometry generation and discretization. We use the Chombo-based adaptive, embedded boundary method described in Ref. [5].

Algorithmic Approach. Chombo is a set of C++ libraries and FORTRAN macros for solving PDEs in complex geometries using adaptive, finite volume methods. It provides a flexible toolset of algorithmic and software components that can be assembled to simulate a broad range of complex multiphysics systems in which PDEs play a central role. The Chombo approach has a coherent algorithmic focus based on the use of adaptive, finite volume discretizations on locally rectangular grids. This approach is meant to permit the use of multiresolution, high performance strategies through the use of block-structured adaptive mesh refinement (AMR) combined with embedded boundary (EB) representations of complex geometries. The embedded boundary, finite volume method is a numerical technique that provides a stable and accurate volume-of-fluid approach to complex geometry on a structured grid that enables direct numerical simulation (DNS) of geometries obtained from image data, engineering design, or constructive solid geometry (CSG). In this approach, the irregular domain is discretized as a collection of control volumes formed by the intersection of the problem domain with the cubic Cartesian grid cells, as in a “cut-cell” approach. The various operators are approximated by applying the divergence theorem, i.e., using finite volume differences of fluxes on irregular control volumes, with the fluxes computed using the primary discretized dependent variables which approximate the solution evaluated at the centers of the original Cartesian cells. We use the CFD approach described in Ref. [5] to solve Eq. (1) that combines EB with AMR, or EBAMRINS.

There are several advantages to using adaptive, finite volume methods in the Chombo framework to simulate fluid dynamics in heterogeneous systems. The EB approach is a sharp interface method that yields explicit resolution of fluid–solid interfaces, which must be resolved for large surface area-to-volume ratios in confined pore space of heterogeneous materials. DNS from raw image data, engineering design, or CSG is an established, tractable workflow in Chombo [3,4,7–9]. In addition, AMR is an efficient numerical technique that adds resolution in areas of a domain only where it is needed while leaving the rest of the domain at a coarse resolution requiring less computational resources. In particular, AMR allows computations to be dynamically focused in areas of the domain where the solution is rapidly changing, such as near material and multiphase interfaces, sources, or turbulent flow. Furthermore, the finite volume representation is a natural description of multiphase flows with resolved interfaces, providing a model for sharp moving interfaces between two fluids, including interfacial tension, mass transfer, and wettability [10]. In general, the embedded boundary method coupled with adaptive mesh refinement in a high-performance computational fluid dynamics framework such as the Chombo-based EBAMRINS code provides a powerful high-resolution tool for modeling multiscale, multiphysics problems.

Algebraic Multigrid. Chombo uses multigrid to solve linear systems resulting from elliptic problems in incompressible flow such as pressure-Poisson and viscous, Helmholtz. The EB implementation of Chombo makes use of a PETSc interface for solving elliptic problems in arbitrarily complex geometries by algebraic multigrid (e.g., hypre BoomerAMG) for cases when native Chombo geometric coarsening and multigrid are not solvable [3]. The Chombo-PETSc interface combines the robustness of algebraic multigrid for complex geometries where geometric coarsening is not sufficient with an efficient and accurate finite volume method to resolve microscale/nanoscale flow and transport [3]. The approach is specifically intended to facilitate DNS in geometries obtained from image data of heterogeneous media such as those found in the geologic subsurface or engineering design [7–9]. In these complex geometry scenarios, the effectiveness of the coarsening operation in geometric multigrid is challenged by the presence of certain geometric features: multiply-connected domains, thin pore throats, sharp cusps, long aspect ratios, and semidisconnected cavities. Near a solid boundary in this representation, standard 7-point stencils in 3D do not apply. In fact, our conservative finite volume approach for complex boundaries in Ref. [5] elicits 27-point stencils in some cases. However, the introduction of algebraic multigrid into the structured grid formulation dramatically improves efficiency and robustness of the elliptic solvers, making more tractable solution to flow and advection-diffusion transport equations in realistic pore space obtained from image data or engineering design.

Grid Generation for Complex Geometry. In order to perform grid generation at large scale and with high grid resolution, the gridding and discretization techniques need to be consistent and efficient. The meshing technique used for gridding the geometry must be amenable to surface extraction from engineering designs or experimentally derived image data; and the computational model should be able to directly simulate flows on the meshes obtained from imagery without loss of geometric detail in a fast, accurate, stable, and conservative manner. Complex geometries have more traditionally been treated with conforming, body-fitted grids, especially in the finite element community. However, traditional structured or unstructured grid generation techniques can be time-consuming and involve much user interaction. Furthermore, it is difficult to generate grids that both preserve the fidelity of the
geometry and lead to robust solvers for the PDEs. The EB approach affords this kind of consistency between tractable gridding and efficient discretization.

The Chombo software toolbox contains capabilities for automatic mesh generation of complex geometries obtained from CSG or raw data derived from engineering designs or imagery using an implicit function representation of surfaces on a Cartesian grid. We have successfully applied this approach to a number of problems, including experimental validation of pore scale flows in both engineered and natural materials [4,5,7–9]. This fast and flexible geometry generation technology, coupled with the finite volume approach to discretization of the flow equations, provides a consistent methodology to proceed from geometry data to simulation with error control. In particular, we make use of CSG to develop surrogate models of heterogeneous media in a controllable and scalable manner that tests both performance (by taxing the EB algorithm) and spatial reach of the CFD solver.

**Results**

We present results from simulations of the Chombo-based EBAMRINS CFD solver on the exascale supercomputer, Frontier, at Oak Ridge Leadership Computing Facility (OLCF) as a part of the Department of Energy (DOE) Exascale Computing Project (ECP). We demonstrate the spatial reach (and performance) of the capability by extending historical scaling data for the embedded boundary CFD solver initially reported in [11] and with further scaling in [3,5]. The scaling test is based on simulation of flow in a cylinder packed tightly with spheres where the geometry is replicated as shown in Fig. 1. This replication process generates a weak scaling test for computational performance as each subsequent replicated geometry is simulated with twice the number of processors as the previous geometry. The replication unit is a cylinder that is 0.5 cm long with 0.5 cm diameter and packed with approximately 750 spheres, each with 250 micron radius. For visualization purposes, we show the first 3 geometries in the replication with 1:1, 2:1, and 4:1 aspect ratios, respectively, in Fig. 1 as in Ref. [5].

The full range of replicated geometries is listed in Table 1. We perform 10 timesteps of the flow algorithm for each geometry and average the time spent in each time-step to obtain the performance metric.

Scaling results of the EBAMRINS CFD solver on Frontier for the replicated geometries in Table 1 are shown in Fig. 2. Each plot is a weak scaling study itself (theoretically flat), where the initial datapoint on a given plot starts at a different node count (indicated in the legend) for a fixed degree-of-freedom (x-axis). Degrees of freedom are calculated by the number of grid cells (number of boxes \( \times \) 32^3 cells) multiplied by the number of flow variables (6, u, and \( \nabla p \)) where the number of boxes ranges from 512 to 2,097,152 along the x-axis, and each box contains 32^3 cells. For a given degree-of-freedom on the x-axis, the datapoints along a vertical for fixed x depict strong scaling performance, i.e., factor of 2 reduction in time as the number of nodes are doubled. In Fig. 2(a), we show several rounds of the scaling test based on two phases of early access to the machine. The orange data are from the second round and compare with the blue data from the first round in the left plot, but with an additional datapoint that reaches over 20 m in cylinder length with over \( 3 \times 10^6 \) packed spheres, all-in-all accounting for over \( 400 \times 10^6 \) degrees-of-freedom simulated and over 400 cm³ of pore space. The data from the orange plot are also shown in tabular form in Table 1 to display the details of the replication (weak) scaling. The primary difference between the two phases of Frontier access in the left plot is the default software stack on Frontier from the module-based system, and the versions of PETSc and hypre configured with this software stack. The left plot also demonstrates strong scaling in the vertical direction. In Fig. 2(b), we duplicate the orange data on the left as a baseline to depict performance improvements in subsequent performance engineering cycles in the light green and purple datasets. We attribute the performance improvement in these latter data to faster performance of the PETSc-hypre solvers built in

![Fig. 1 Packed cylinder geometry replication. (a) 1:1 aspect ratio — 0.5 cm long, 0.5 cm diameter cylinder packed with 750 spheres (256×256×256 grid cells). (b) 2:1 aspect ratio—1 cm long, 0.5 cm diameter cylinder packed with 1500 spheres (512×256×256 grid cells), resolution \( \Delta x = 19.5 \mu m \). (c) 4:1 aspect ratio — 2 cm long, 0.5 cm diameter cylinder packed with 3000 spheres, resolution \( \Delta x = 19.5 \mu m \) (1024×256×256 grid cells). (d) Velocity data. Grid resolution: \( \Delta x = 19.5 \mu m \). Sphere radii = 250 \( \mu m \). Larger aspect ratios, up to 4096:1, are listed in Table 1.](image-url)
the GNU software stack environment compared to the Cray environment.

To also demonstrate applicability and relevance of this high-resolution CFD capability, we simulate a range of Reynolds numbers that include DNS of applied turbulent flows at engineering scales. Figure 3 represents a desalination device comprised of a spacer geometry and a permeable membrane as described in [12]. We show both laminar (Re = 6.437, Fig. 3(a)) and turbulent (Re = 643.7, Fig. 3(b)) flow conditions in the left column for this confined device-scale simulation. We also demonstrate transport polarization in the right column by solving an advection-diffusion equation for a nonreacting scalar component with the same solvers used for the flow equations. The flow boundary condition described in Ref. [12] is applied at the permeable membrane for these simulations.

Discussion

These new CFD scaling results extend previously reported results for lower, full machine concurrencies on CPU-based machines (e.g., [3,5]) to full machine capacity on Frontier GPUs. Simulation of over 3,000,000 microspheres in a 20 m cylinder with 0.5 cm diameter with over 400,000,000,000 degrees-of-freedom and over 400 cm³ of volume is one of the most computationally intensive simulations to date (cf. nuclear reaction simulations in Ref. [6] and subsequent news articles at Argonne that discuss Frontier results). Our previous results on CPU-based machines reached over 100,000,000,000 degrees-of-freedom. We can now simulate a problem that is 4 times bigger with the same resolution than the previous capability in [3,5]. Furthermore, since the maximum problem size was simulated with half the machine (4096 nodes), there is room for additional capability on Frontier to simulate a problem 2 times the maximum problem size. The current limitation is not the grid generation for the next datapoint in the scaling test but, rather, the packing algorithm which specifies the geometry for packing over 6 \times 10^6 spheres in a 40 m long cylinder. A simulation of this size would approach 1 trillion degrees-of-freedom.

Overall, scaling efficiency of 34.5% is excellent for such a wide range of concurrencies, representing nearly 4 orders of magnitude in node count and problem size. Performance at high concurrences resembles the familiar and expected “hockey stick” with the upswing in time. As a result, if the last datapoint, for example, is not included, then the efficiency will increase to 47.5%, and so on. Previous scaling on CPU-based machines like NERSC Edison (as in Refs. [3,5]), and thereafter on NERSC Cori KNL, shows similar performance behavior at the highest concurrencies, for up to 131,072 cores and 524,288 cores, respectively. The extent of the orange plot line in Fig. 2 and the bottom line in Table 1 represent extreme scaling for aspect ratios and degrees-of-freedom that could not be simulated previously. The significant improvement in performance of the orange dataset (which in and of itself is good) in the right plot of Fig. 2 coincides with the change to the GNU

<table>
<thead>
<tr>
<th>Aspect</th>
<th>32³ boxes</th>
<th>spheres</th>
<th>D.O.F.</th>
<th>Nodes</th>
<th>MPI ranks</th>
<th>Length (cm)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>512</td>
<td>750</td>
<td>1.01 \times 10^8</td>
<td>1</td>
<td>8</td>
<td>0.5</td>
<td>41.30</td>
</tr>
<tr>
<td>2:1</td>
<td>1024</td>
<td>1500</td>
<td>2.01 \times 10^8</td>
<td>2</td>
<td>16</td>
<td>1</td>
<td>47.72</td>
</tr>
<tr>
<td>4:1</td>
<td>2048</td>
<td>3000</td>
<td>4.03 \times 10^8</td>
<td>4</td>
<td>32</td>
<td>2</td>
<td>53.02</td>
</tr>
<tr>
<td>8:1</td>
<td>4096</td>
<td>6000</td>
<td>8.05 \times 10^8</td>
<td>8</td>
<td>64</td>
<td>4</td>
<td>54.87</td>
</tr>
<tr>
<td>16:1</td>
<td>8192</td>
<td>12,000</td>
<td>1.61 \times 10^9</td>
<td>16</td>
<td>128</td>
<td>8</td>
<td>56.47</td>
</tr>
<tr>
<td>32:1</td>
<td>16,384</td>
<td>24,000</td>
<td>3.22 \times 10^9</td>
<td>32</td>
<td>256</td>
<td>16</td>
<td>56.58</td>
</tr>
<tr>
<td>64:1</td>
<td>32,768</td>
<td>48,000</td>
<td>6.44 \times 10^9</td>
<td>64</td>
<td>512</td>
<td>32</td>
<td>57.60</td>
</tr>
<tr>
<td>128:1</td>
<td>65,536</td>
<td>96,000</td>
<td>1.29 \times 10^{10}</td>
<td>128</td>
<td>1024</td>
<td>64</td>
<td>58.40</td>
</tr>
<tr>
<td>256:1</td>
<td>131,072</td>
<td>192,000</td>
<td>2.58 \times 10^{10}</td>
<td>256</td>
<td>2048</td>
<td>128</td>
<td>58.37</td>
</tr>
<tr>
<td>512:1</td>
<td>262,144</td>
<td>384,000</td>
<td>5.15 \times 10^{10}</td>
<td>512</td>
<td>4096</td>
<td>256</td>
<td>64.25</td>
</tr>
<tr>
<td>1024:1</td>
<td>524,288</td>
<td>768,000</td>
<td>1.03 \times 10^{11}</td>
<td>1024</td>
<td>8192</td>
<td>512</td>
<td>71.16</td>
</tr>
<tr>
<td>2048:1</td>
<td>1,048,576</td>
<td>1,536,000</td>
<td>2.06 \times 10^{11}</td>
<td>2048</td>
<td>16,384</td>
<td>1024</td>
<td>86.97</td>
</tr>
<tr>
<td>4096:1</td>
<td>2,097,152</td>
<td>3,072,000</td>
<td>4.12 \times 10^{11}</td>
<td>4096</td>
<td>32,768</td>
<td>2048</td>
<td>119.88</td>
</tr>
</tbody>
</table>

These performance numbers and problem specifications correspond to the orange data in left and right plots of Fig. 2.
The impact of this new CFD capability on the fluid dynamics community is significant. For subsurface and other porous media flows, domains that are larger than the conventional scale of an REV can now be simulated. For example, in Ref. [5], the CFD simulation of flooding in shale from image data was performed on a less than 100 micron cubic block with 50 nanometer resolution using the CPU-based machine Cori at NERSC. With this new capability, a domain closer to 1 millimeter cubic block could be simulated with the same resolution. This domain-to-resolution ratio is at the higher end of the REV scale and was previously unattainable for low porosity, low permeability, heterogeneous materials. In addition, the high-resolution turbulence simulation is capable of resolving viscous boundary layers in a device-scale confined flow, which is
necessary to capture vortex shedding and other localized effects of turbulent flow that can affect engineering performance. As this was only a partial machine simulation, the capability can be applied to even higher Reynolds number flows in complex geometry environments that require higher resolution near solid boundaries.

Conclusions

The Frontier supercomputer at OLCF provides significant improvement to memory bandwidth due to the GPU-based architecture, providing much more application code capability compared to previous CPU-based machines. This added capability allows for simulation of larger domains with higher resolution, which was not possible before. We demonstrate extreme scaling results for CFD simulations in heterogeneous geometries with unprecedented domain-to-resolution ratios, challenging conventional understanding of the reach of brute force pore scale resolution into the meter scale and greater domain regime. The CFD simulation of over $400 \times 10^9$ degrees-of-freedom presented here is likely the largest CFD simulation in complex geometry to date. We use sphere-packed cylinders that serve as surrogates to represent heterogeneous complexity in porous media materials, both engineered and geologic. These constructive solid geometries allow for control of porosity-to-permeability ratios, which can be tested, verified, and validated for realistic materials, while also providing a portable benchmark for performance on different computational platforms. With the increased capability, we are also able to demonstrate strong scaling for the first time in this scaling test framework at high concurrency. And because these packed geometries are reflective of porous media, they also have application to practical problems such as proppant transport and packing in subsurface fractures. The capability extends to a wide range of Reynolds numbers, from creeping, Stokes flow to turbulence, as well as differing application capability extends to a wide range of Reynolds numbers, from such as proppant transport and packing in subsurface fractures. The of porous media, they also have application to practical problems concurrencies. And because these packed geometries are reflective scaling for the first time in this scaling test framework at high
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