Performance Tuning with the
Roofline Model on GPUs and CPUs
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What is “Good” Performance?

= |magine running a mix of t
benchmarks on a new system
(e.g. GPU/CPU)...

o GFLOP/s alone may not be particularly
insightful

GFLOP/s

o speedup relative to the previous system
may seem random

» We need a quantitative model
that defines Good Performance Kernel (or apps)
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What is “Good” Performance?

» Good Performance is tied to “Efficient” execution
= Two fundamental requirements ...

1. Must operate the CPU/GPU in the throughput-limited regime

not sensitive to Amdahl effects, D2H/H2D transfers, launch overheads, efc...

2. Must attain high utilization of the CPU/GPU’s compute and/or
bandwidth capabilities




Roofline Model
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= Roofline Model is a throughput-
oriented performance model

PERFORMANCE AND ALGORITHMS RESEARCH STAFF RESEARCH PUBLICATIONS

u applieS to X86, ARM, POWER Perforncn gorithms Research
CPUs, GPUs, Google TPUs', g Roofline Performance Model

RESEARCH Roofline is a visually intuitive performance model used to bound the performance of various numerical methods and operations running on

Research i or processor i Rather than simply using percent-of-peak estimates, the model can be used to
Auto-tuning assess the quality of attained performance by combining locality, idth, and different izati I into a single

S e C BeBOP performance figure. One can examine the resultant Roofline figure in order to determine both the implementation and inherent performance
el
limitations.
, " == EDGAR

HIpGISAXS Arithmetic Intensity
HPGMG The core parameter behind the Roofline model is Arithmetic Intensity. Arithmetic Intensity is the ratio of total floating-point operations to

Roofline total data movement (bytes). A BLAS-1 vector-vector increment ( x[i]+=y[i] ) would have a very low arithmetic intensity of 0.0417 (N FLOPS

[ ]
. SciDAC /24N Bytes) and would be independent of the vector size. Conversely, FFT's perform 5*N*logN flops for a N-point double complex
TOP500 transform. If out of place on a write allocate cache architecture, the transform would move at least 48N bytes. As such, FFT's
Previous Projects would have an arithmetic intensity of 0.104*logN and would grow slowly with data size. Unfortuantely, cache capacities would

limit FFT arithmetic intensity to perhaps 2 flops per byte. Finally, BLAS3 and N-Body Particle-Particle methods would have
arithmetic intensity grow very quickly.

Facebook 0.1-1.0 flops per byte Typically < 2 flops per byte 0O(10) flops per byte
A A A

T r N N\ N\

Google+

]

lntenglty

Twitter

Particle
Stencils (PDEs) Methods
FFTs, Dense
Lattice Boltzmann Spectral Methods Linear Algebra
N Methods RN P (BLAS3) ,
Y Y Y
o(1) O(log(N)) O(N)
Rooflina Madal

https://crd.lbl.gov/departments/computer-science/PAR/research/roofline
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'Jouppi et al, “In-Datacenter Performance Analysis of a Tensor e ...l

Processing Unit”, |SCA, 2017. BERKELEY LAB
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Reduced Model

= Modern architectures can be complex
= Don’t model / simulate full architecture

= Make assumptions on performance and
usage...




Reduced Model

= Modern architectures can be complex
core core core core | GFLOP/s
= Don’t model / simulate full architecture i i i § Lt o
= Make assumptions on performance and L1 L1 L1 L1
usage... ! ! ! § L2ces
o Peak GFLOP/s on data in L1 L2 L2 L2 L2
} } } Y3 6Bis
Network-on-Chip
I R R A
i i i o
Shared L:3 Cache =
i i i z
DRAM
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Reduced Model

= Modern architectures can be complex
= Don’t model / simulate full architecture

= Make assumptions on performance and
usage...

o Peak GFLOP/s on data in L1
o Load-balanced SPMD code

4 CPUE coresg GFLOP/s
} } } } LicBis
' L1 Caches !
} I } LocBrs
L2 Cai\ches
f 1 1§ soss
Srihared L3 Cacihe
} | } | } | } DRAMGB/s
DRAM
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Reduced Model

= Modern architectures can be complex
= Don’t model / simulate full architecture

= Make assumptions on performance and
usage...
o Peak GFLOP/s on data in L1
o Load-balanced SPMD code
o Sufficient cache bandwidth/capacity

Comfpute

GFLOP/s

Pierfect ECachefs

!

! !

} DRAMGB/s

DRAM
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Reduced Model

= Modern architectures can be complex
= Don’t model / simulate full architecture

= Make assumptions on performance and
usage...

Peak GFLOP/s on data in L1

Load-balanced SPMD code

Sufficient cache bandwidth/capacity
Basis for DRAM Roofline Model

vV O O O

Comfpute

GFLOP/s

Pierfect ECachefs

!

! !

} DRAMGB/s

DRAM
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(DRAM) Roofline

= Any given loop nest will perform:
o Computation (e.g. FLOPSs)
o Communication (e.g. moving data to/from DRAM)

= With perfect overlap of communication
and computation...

o Run time is determined by whichever is greater

Time = max=<

/#FLOPS /| Peak GFLOP/s

\#Bytes | Peak GB/s

Comfpute

GFLOP/s

Pierfect ECachefs

!

! !

} DRAMGB/s

DRAM
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(DRAM) Roofline

= Any given loop nest will perform:
o Computation (e.g. FLOPSs)
o Communication (e.g. moving data to/from DRAM)

= With perfect overlap of communication
and computation...

Comfpute

GFLOP/s

Pierfect ECachefs

!

! !

} DRAMGB/s

DRAM

o Run time is determined by whichever is greater

"1/ Peak GFLOP/s

\#Bytes | #FLOPs / Peak GB/s




(DRAM) Roofline

= Any given loop nest will perform: . Comipute |
o Computation (e.g. FLOPS)
o Communication (e.g. moving data to/from DRAM) Perfect:Caches
. . t ! !
= With perfect overlap of communication DRAM

and computation...

GFLOP/s

} DRAMGB/s

o Run time is determined by whichever is greater

/Peak GFLOP/s

\(#FLOPS | #Bytes) * Peak GB/s




(DRAM) Roofline

= Any given loop nest will perform:

o Computation (e.g. FLOPs) ; ; ;
o Communication (e.g. moving data to/from DRAM) Perfect:Caches

- . . t t t t DRAM GB/s
= With perfect overlap of communication DRAM
and computation...

o Run time is determined by whichever is greater

Com:pute GFLOP/s

Peak GFLOP/s
Al * Peak GB/s

Al (Arithmetic Intensity) = FLOPs / Bytes (as presented to DRAM )

GFLOP/s = min
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Arithmetic Intensity

= Measure of data locality (data reuse)

= Ratio of Total Flops performed to Total Bytes moved

= For the DRAM Roofline...

Total Bytes to/from DRAM
Includes all cache and prefetcher effects

Can be very different from total loads/stores (bytes requested)

O O O O

Equal to ratio of sustained GFLOP/s to sustained GB/s (time cancels)
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(DRAM) Roofline Model

Al * Peak GB/s

Al (Arithmetic Intensity) = FLOPs / Bytes (moved to/from DRAM )

Peak GFLOP/s
GFLOP/s = min

= Plot Roofline bound using Arithmetic
Intensity as the x-axis

* Log-log scale makes it easy to
doodle, extrapolate performance
along Moore’s Law, etc...

—>

Attainable FLOP/s

Arithmetic Intensity (FLOP:Byte)



(DRAM) Roofline Model

Peak GFLOP/s
Al * Peak GB/s

Al (Arithmetic Intensity) = FLOPs / Bytes (moved to/from DRAM )

GFLOP/s = min

= Plot Roofline bound using Arithmetic
Intensity as the x-axis

* Log-log scale makes it easy to
doodle, extrapolate performance
along Moore’s Law, etc...

Attainable FLOP/s

Peak GFLOP/s

: >
Arithmetic Intensity (FLOP:Byte)

Transition @ Al ==
Peak GFLOP/s / Peak GB/s ==
‘Machine Balance’
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Peak GFLOP/s
Al * Peak GB/s

Al (Arithmetic Intensity) = FLOPs / Bytes (moved to/from DRAM )

GFLOP/s = min

= Roofline tessellates this 2D view of
performance into 5 regions...

Attainable FLOP/s

,’/ >
Arithmetic Intensity (FLOP:Byte)
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Roofline Example #1

= Typical machine balance is 5-10

FLOPs per byte...
o 40-80 FLOPs per double to exploit compute capability Peak GFLOP/s
o Artifact of technology and money ) |
: : o :
o Unlikely to improve O |
o :
@ |
3 :
= Consider STREAM Triad... 5 GFLOP/s < Al * DRAM GBJs
#pragma omp parallel for < i
for(i=0;i<N;i++){ I I
} z[1] = x[i] + alpha*Y[i]; TRIAD! !
0.083 5.0
o 2 FLOPs per iteration Arithmetic Intensity (FLOP:Byte)

o Transfer 24 bytes per iteration (read X][i], Y[i], write Z[i])
o Al=0.083 FLOPs per byte == Memory bound
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Roofline Example #2

= Conversely, 7-point constant coefficient
stencill...

#pragma omp parallel for
for(k=1; k<dim+1;k++){
for(j=1;j<dim+1;j++){
for(i=1l;i<dim+1l;i++){
new[k][j]1[i] = -6.0%old[k 1[3 1[i ]
+ old[k 1[3 1[1-1]
old[k 1[j 1[i1+1]
oldfk 1[3-11[1 1]

old[k J[j+1][1
old[k-11[7 1I[i
old[k+1]1[7 1I[i

Compute

GFLOP/s

Perfect ECache

DRAM

~
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Roofline Example #2

= Conversely, 7-point constant coefficient Comipu o L op
stencil...
o 7FLOPs Perfect.Cache
o 8 memory references (7 reads, 1 store) per point DRAM GB/s
o Al=7]/(8*8)=0.11 FLOPs per byte DRAM

(measured at the L1)

#pragma omp parallel for
for(k=1;k<dim+1;k++) {
for(j=1;j<dim+1;j++){

v =TT L;i++)
new[k]J[JI1[1 = -64~old[k 1[J 1I[1
oldfk 1[j I[i-1]

old[k 1[j 1[i+1]
old[k 1[j-1][1 ]

old[k 1[j+1][1 ]
old[k-1][3 1[1 ]
old[k+1]1[3 1[i ]
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Roofline Example #2

= Conversely, 7-point constant coefficient r— i
: : ompute i GFLOP/s
stencill... 5
o 7FLOPs  Perfect Cache's :
o 8 memory references (7 reads, 1 store) per point 0 0 0 0 DRAM GB/s
o ldeally, cache will filter all but 1 read and 1 write per point DRAM

#pragma omp parallel for
for(k=1;k<dim+1;k++) {
for(J 1; J<d1m+1,J++){

107 107 ]
107 1[0i-1]
107 1[0i+1]
107-11[07 ]
105+

UruIN =1LJ dJLt |

old[k+1]1[7 1I[i

~
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Roofline Example #2

= Conversely, 7-point constant coefficient r— i
: . Compute GFLOP/s
stencil...
o 7FLOPs ~ PerfectiCaches
o 8 memory references (7 reads, 1 store) per point 0 0 0 0 DRAM GB/s
o ldeally, cache will filter all but 1 read and 1 write per point DRAM
> 71/ (8+8) =0.44 FLOPs per byte (DRAM)

#pragma omp parallel for
for(k=1; k<dim+1;k++){
for(j=1;j<dim+1;j++){
for(i=1;i<dim+1l;i++){
new[k][j][i1] = -6.0%old[k 1[3 1[i 1]
+ old[k 1[3 1[1-1]
old[k 1[j 1[i1+1]
oldfk 1[3-11[1 1]
old[k 1[j+1]1[1

]
old[k-11[7 1[1 ]
old[k+1][7 1[7 1;
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Roofline Example #2

= Conversely, 7-point constant coefficient

stencil...
o T7FLOPs Peak GFLOP/s
o 8 memory references (7 reads, 1 store) per point %
o ldeally, cache will filter all but 1 read and 1 write per point %
— *
> 71(8+8) = 0.44 FLOPs per byte (DRAM) I ) GFLOP/s <Al * DRAM GB/s
== memory bound, but 5x the FLOP rate as TRIAD 2 :
c I
#pragma omp parallel for éE I | :
for (k=1; k<dim+1; k++) { < | | 7-point
for(j=1;j<dim+l;j++){ | ! Stencill
for(i=1;i<dim+1l;i++){ RIAD: I
new[k][j1[i] = -6.0%o1d[k I[j 1[i 1] ! :
+ old[k I[j 1[i-1] : >
old[k 1[j 1[i+1] 0.083 0.44
old[k 1[j-11[i ] Arithmetic Intensity (FLOP:Byte)

old[k J[j+1]1[1 ]
old[k-11[7 1[1 ]
old[k+1][7 1[7 1;

~
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What is “Good” Performance?

= Think back to our mix of loop
nests (benchmarks)...

FLOP/s

Kernel




What is “Good” Performance?

= Think back to our mix of loop

nests (benchmarks) |
= \We can sort kernels by their
arithmetic intensity... a
:

Arithmetic Intensity (FLOP:Byte)




What is “Good” Performance?

= Think back to our mix of loop
nests (benchmarks)

= \We can sort kernels by their
arithmetic intensity...

= .. and compare performance
relative to machine capabillities

Attainable FLOP/s

Peak GFLOP/s

Arithmetic Intensity (FLOP:Byte)




What is “Good” Performance?

= Kernels near the roofline are

making good use of |
computational resources Peak GFLOP/s
T
@)
T
o
o
Ic
g
Arithlmetic Intensity (FLOP:Byte) g
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What is “Good” Performance?

= Kernels near the roofline are
making good use of
computational resources Peak GFLOP/s

» kernels can have low performance
(GFLOP/s), but make good use
(% STREAM) of a machine

Attainable FLOP/s

4 ~ -
/7
4
4
4
4
4
4
4
4
4
4
4
4 )

Arithmetic Intensity (FLOP:Byte)
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What is “Good” Performance?

= Kernels near the roofline are
making good use of
computational resources Peak GFLOP/s

» kernels can have low performance
(GFLOP/s), but make good use
(% STREAM) of a machine

» kernels can have high performance

(GFLOP/s), but still make poor use of a
machine (%peak)

Attainable FLOP/s

,’/ >
Arithmetic Intensity (FLOP:Byte)
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How can performance be below the Roofline?

= Does one always attain either...
o Peak DRAM Bandwidth A
o Peak FLOP/s

. . . Peak GFLOP/
= Theoretical vs. Empirical . ’

o Use benchmarked GFLOP/s and GB/s
o Application FLOPs can be underestimated
(how many FLOPs is a divide?)

= Bottlenecks other than DRAM
and FLOP/s...

o Insufficient cache bandwidth + locality
o Didn’'t use FMA / Vectors / Tensors / ... Arithmetic Intensity (FLOP:Byte)
o Too many non-FP instructions

o Load imbalance; not SPMD

etc...

Attainable FLOP/s

>
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Machine Characterization

Cori/ KNL

= Theoretical performance (specs)

can be highly optimistic... o
o DRAM pin bandwidth vs. sustained i
® TurboMode_ / Underc_:locklng 5 Jr  [SummitDev ] 4GPUs
o compiler failing on high-Al loops.

004.6.GELOPs/sec (Maximum)

= Need empirical performance data 1

« LBL developed the Empirical

Roofline Toolkit (ERT)...

o Characterize CPU/GPU systems
Peak Flop rates

O
o Bandwidths for each level of memory o
O

/
Q,
23,
X

1000

GFLOPs / sec
S

0.01 0.1 1 10 100

MPI+OpenMP/CUDA == multiple GPUs

https://bitbucket.org/berkeleylab/cs-roofline-toolkit = A
https://github.com/cyanguwa/nersc-roofline rjr}| ’ |

https://crd.lbl.gov/departments/computer-science/PAR/research/roofline BERKELEY LAB



Theoretical vs. Empirical

= Theoretical Roofline: A

Pin bandwidth
FPUs * GHz Theoretical GFLOP/s

1 C++ FLOP =1 ISA FLOP

O
O
O
o Data movement = Compulsory Misses

Attainable FLOP/s

: >
Arithmetic Intensity (FLOP:Byte)
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Theoretical vs. Empirical (Machine)

= Theoretical Roofline:

o Pin bandwidth
o FPUs * GHz
o 1C++FLOP =1ISAFLOP
o Data movement = Compulsory Misses
= Empirical Roofline:
o Measured bandwidth

o Measured Peak FLOP/s

Attainable FLOP/s

Empirical
GFLOP/s

>
Arithmetic Intensity (FLOP:Byte)
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Theoretical vs. Empirical (Application FLOPSs)

= Theoretical Roofline: A

Pin bandwidth

FPUs * GHz

1 C++ FLOP =1 ISA FLOP

Data movement = Compulsory Misses

Empirical

O
O
o GFLOP/s
O

. . . LAl using

- EmplrlCal Roofline: ? empirical FLOPs
o Measured bandwidth
o Measured Peak FLOP/s

o 1 C++FLOP >=1ISA FLOP (e.g. divide)

Attainable FLOP/s

: >
Arithmetic Intensity (FLOP:Byte)
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Theoretical vs. Empirical (Application Bytes)

= Theoretical Roofline: A

Pin bandwidth

FPUs * GHz

1 C++ FLOP =1 ISA FLOP

Data movement = Compulsory Misses

Empirical

O
O
o GFLOP/s
O

True Al using
empirical FLOPs
& empirical Bytes

= Empirical Roofline:

o Measured bandwidth

o Measured Peak FLOP/s

o 1C++ FLOP >=1ISA FLOP (e.g. divide)
o Measured data movement (cache effects)
>

Attainable FLOP/s

>

Arithmetic Intensity (FLOP:Byte)

True Arithmetic Intensity can be higher
or lower than expected
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Memory Hierarchy

= Processors have multiple levels of

memory/cache

o Registers L1 D$

o L1, L2, L3 cache |

o HBM/HBM (KNL/GPU device memory) L2 D$

o DDR (main memory) |

o NVRAM (non-volatile memory) L3"D$
DRAM

-
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Memory Hierarchy

Bandwidth

= Processors have different bandwidths
for each level o W

L1 D$

L2 GB/s

L2 D$

L3 GB/s

L3 D$

DRAM GB/s

DRAM

-
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Memory Hierarchy

Machine Balance

= Processors have different bandwidths
for each level GFLOP/SW

L1 GB/s

o different machine balances for each level

L1 D$

GFLOP/s 1

L2 GB/s v
L2 D$

GFLOP/s 1

L3 GB/s v
L3 D$

GFLOP/s 1

DRAM GB/s v
DRAM

-
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Memory Hierarchy

» Processors have different bandwidths ™M=z Data Movement
for each level GFLO%W
o different machine balances for each level -1 GBS -
L1 D$
GFLOP/s 1
L2 GB/s | L2 GB
= Applications have locality in each level L2 D$
o different data movements for each level 3685 } L3 GB
L3 D$
GFLOP/s 1
DRAM GB/s | DRAM GB
DRAM

-
A
rrrrrrr "“l

BERKELEY LAB



Memory Hierarchy

Machine Balance Arithmetic Intensity

= Processors have different bandwidths
for each level GFLOP/SEFGFLOPS

L1 GB/s L1 GB

o different machine balances for each level L1 DS
GFLOP/s 1 GFLOPs
L2 GB/s v L2 GB
= Applications have locality in each level L2 D$
_ GFLOP/s f GFLOPs
o different data movements for each level L3 GB/s ! L3 GB
o different arithmetic intensity for each level L3 D$
GFLOP/s 1 GFLOPs
DRAM GB/s v DRAM GB
DRAM

-
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Cache Bottlenecks

= For each additional level of the memory hierarchy, we can add another
term to our model...

_ Peak GFLOP/s
GFLOP/s = min
Algram * DRAM GB/s

Aly (Arithmetic Intensity at level “x”) = FLOPs / Bytes (moved to/from level “x” )




Cache Bottlenecks

= For each additional level of the memory hierarchy, we can add another
term to our model...

Peak GFLOP/s
Algram * DRAM GB/s
Al ,* L2 GB/s

Aly (Arithmetic Intensity at level “x”) = FLOPs / Bytes (moved to/from level “x” )

GFLOP/s = min




Cache Bottlenecks

= For each additional level of the memory hierarchy, we can add another
term to our model...

Peak GFLOP/s
Algram * DRAM GB/s
Al ,* L2 GB/s
Al . * L1 GB/s

Aly (Arithmetic Intensity at level “x”) = FLOPs / Bytes (moved to/from level “x” )

GFLOP/s = min




Cache Bottlenecks

= Plot equation in a single figure...
o “Hierarchical Roofline” Model

Peak GFLOP/s

Attainable GFLOP/s

Arithmetic Intensity (FLOP:Byte)
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Cache Bottlenecks

= Plot equation in a single figure...

o “Hierarchical Roofline” Model

o Bandwidth ceiling (diagonal line) for each
level of memory

Attainable GFLOP/s

Peak GFLOP/s

Arithmetic Intensity (FLOP:Byte)
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Cache Bottlenecks

= Plot equation in a single figure...

O

O

“Hierarchical Roofline” Model

Bandwidth ceiling (diagonal line) for each
level of memory

Arithmetic Intensity (dot) for each level of
memory

Attainable GFLOP/s

Peak GFLOP/s

Arithmetic Intensity (FLOP:Byte)
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Cache Bottlenecks

= Plot equation in a single figure...

O

O

O

>

“Hierarchical Roofline” Model

Bandwidth ceiling (diagonal line) for each
level of memory

Arithmetic Intensity (dot) for each level of
memory

performance is ultimately the minimum
of these bounds

Attainable GFLOP/s

Peak GFLOP/s

L2 AI*"BW

is less than
HBM AlI*BW

Arithmetic Intensity (FLOP:Byte)
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Cache Bottlenecks

= Plot equation in a single figure...
o “Hierarchical Roofline” Model

o Bandwidth ceiling (diagonal line) for each
level of memory

o Arithmetic Intensity (dot) for each level of
memory

» performance is ultimately the minimum
of these bounds

= |f L2 bound, we see DRAM dot
well below DRAM ceiling

Attainable GFLOP/s

Peak GFLOP/s

\
W&
QO

o

Arithmetic Intensity (FLOP:Byte)
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Cache Bottlenecks

= Widely separated Arithmetic

Intensities indicate high reuse in |
the cache Peak GFLOP/s
o
O
0
O
o)
E
I
<
>

Arithmetic Intensity (FLOP:Byte)
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= Widely separated Arithmetic
Intensities indicate high reuse Iin
the cache

= Similar Arithmetic Intensities
indicate effectively no cache
reuse (== streaming)

Attainable GFLOP/s

Arithmetic Intensity (FLOP:Byte)
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Return of CISC

= Vectors have their limits (finite DLP, reqister file energy scales with VL, etc...)
= Death of Moore's Law is reinvigorating Complex Instruction Set Computing (CISC)

= Modern CPUs and GPUs are increasingly reliant on special (fused) instructions
that perform multiple operations (fuse common instruction sequences)...

o FMA (Fused Multiply Add): Z=a"x+y ...Z,X,y are vectors or scalars
o 4FMA (Quad FMA): Z=A*x+z ...A is a FP32 matrix; x,z are vectors
o WMMA (Tensor Core): /=AB+C ...A,B are FP16 matrices; Z,C are FP32

» If instructions are a mix or scalar (predicated), vector, and matrix
operations, performance is now a weighted average of them.
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Return of CISC

= Consider NVIDIA Volta GPU...

o ~100 TFLOPs for FP16 Tensor |
o 15 TFLOPS for FP32 FMA e A
o 7.5 TFLOPs for FP32 Add o
= DL applications mix Tensor, I
FP16, and FP32 3
}%3 FP32 FMA
= DL performance may be well Z
. FP32 Add
below nominal Tensor Core peak
>

Arithmetic Intensity (FLOP:Byte)
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Return of CISC

= Consider NVIDIA Volta GPU...

o ~100 TFLOPs for FP16 Tensor
o 15 TFLOPS for FP32 FMA
o .5TFLOPs for FP32 Add

= DL applications mix Tensor,
FP16, and FP32

= DL performance may be well
below nominal Tensor Core peak

= The actual mix of instructions Arithmetic Intensity (FLOP-Byte)
introduces an effective ceiling
on performance...

Effective ceiling

Attainable FLOP/s

>
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FPU Starvation

= Processors have finite instruction fetch/decode/issue bandwidth

= Moreover, the number of FP units dictates the FP issue rate required to
hit peak

> Ratio of these two rates is the minimum FP instruction fraction
required to hit peak




FPU Starvation

Consider...
o 4-issue superscalar

o 2 FP data paths

» >50% of the instructions must be FP to
have any chance at peak performance

Attainable FLOP/s

Peak GFLOP/s
>50% FP

25% FP (75(yo int)
12% FP (88% int)

>
Arithmetic Intensity (FLOP:Byte)
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FPU Starvation

= Conversely,
o Keeping 2 FP data paths,

o but downscaling to 2-issue superscalar

> 100% of the instructions must be FP to
get peak performance

Attainable FLOP/s

Peak GFLOP/s
100% FP

50% FP (50(yo int)

25% FP (75(yo int)

>
Arithmetic Intensity (FLOP:Byte)
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FPU Starvation

= Conversely,

o Keeping 2 FP data paths,
o but downscaling to 2-issue superscalar Peak GFLOPIs )
0
» 100% of the instructions must be FP to 2 |
O 50% FP (50(yo |nt)
get peak performance -
= 25% FP (75% int)
re
©
k=
g
<
: >
Arithmetic Intensity (FLOP:Byte)
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FPU Starvation

= Conversely,

o Keeping 2 FP data paths,
o but downscaling to 2-issue superscalar
o 100% of the instructions must be FP to 2
get peak performance - 2
H- © 25% FP (75% int)
» Codes that would have been memory- 2
bound are now decode/issue-bound. %
g
non-FP instructions
sap issue bandwidth
and pull performance
Arithmetic Int

below the Roofline

/

-
A
rrrrrrr ""|

BERKELEY LAB



& S
‘M.v‘

o0

> BERKELEY LAB

BERKELEY LAB LAWRENCE BERKELEY NATIONAL LABORATORY

U.S. DEPARTMENT OF

.0/ENERGY




Recap

= Roofline bounds performance as a function of Arithmetic Inte

o Horizontal Lines = Compute Ceilings

o Diagonal Lines = Bandwidth Ceilings

o Bandwidth ceilings are parallel on log-log scale

» Collectively, ceilings define an upper limit on performance

= | oop Arithmetic Intensity (for each level of memory)
o Total FLOPs / Total Data Movement

o Includes all cache effects
» Measure of a loop’s temporal locality

= Plotting loops on the Roofline

Each loop has one dot per level of memory

x-coordinate = arithmetic intensity at that level

y-coordinate = performance (e.g. GFLOP/s)

Proximity to associated ceiling is indicative of a performance bound
Position of dots relative to each other is indicative of cache locality

vV VO O O
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What is Roofline used for?

» Understand performance differences between Architectures,

Programming Models, implementations, etc...
o Why do some Architectures/Implementations move more data than others?
o Why do some compilers outperform others?

» Predict performance on future machines / architectures

o Set realistic performance expectations
o Drive for HW/SW Co-Design

= |dentify performance bottlenecks & motivate software optimizations

= Determine when we’re done optimizing code

o Assess performance relative to machine capabilities

o Track progress towards optimality
o Motivate need for algorithmic changes
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Model is just one piece of the puzzle...

= Roofline Model defines the basic

concepts and equations. Roofline

Model
(Theory)




Model is just one piece of the puzzle...

= System Characterization defines
the shape of the Roofline (peak

_ Roofline
bandwidths and FLOP/s) Model
(Theory)
,T
§ Peak GFLOP/s
S
L
e @Céb//\lo SIMD System
§ Characterization
g (Benchmarking)
Arithmetic Intensity (FLOP:Byte)




Model is just one piece of the puzzle...

= Application Characterization
determines... :
. Roofline Application
o Intensity and Performance of each loop Model aracterization
o Position of any implicit ceilings (Theory) nstrumentation)
,T
X
9 Instruction mix U
&
9 System
= Characterization
= (Benchmarking)
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Model is just one piece of the puzzle...

= Visualization tools combine all
data together and provide
analytical capabillity

Roofline pplication
Model Characterization
(Theory) (Instrumentation)

Instruction mix

System Visualization
Characterization and

(Benchmarking) Analysis
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Rest of Tutorial...

= Charlene will demonstrate how to
apply the Roofline model to

g Application
NVIDIA GPUs O : racterization
o GPU benchmarking sWrstrumentation)

o application characterization

-

System
Characterization
(Benchmarking)
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Rest of Tutorial...

= Charlene will demonstrate how to
apply the Roofline model to

g Application
NVIDIA GPUs C - racterization
o GPU benchmarking sWrstrumentation)

o application characterization

= Sam will extend this by examining
advanced GPU topics... System
o Instruction Roofline Model Characterization
o Using Roofline to analyze DL codes (Benchmarking)

o Scaling Trajectories

-
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Rest of Tutorial...

Charlene will introduce and demo
Intel® Advisor

v

v

AN

Automatically instruments applications
(one dot per loop nest/function)

Computes FLOPS and Al for each
function (CARM)

Integrated Cache Simulator
(hierarchical roofline / multiple Al’s)

AV X-512 support that incorporates masks

Automatically benchmarks target system
(calculates ceilings)

Full integration with existing Advisor
capabilities

 Source

) % | Loop/FunctionTime| % | Traits | A
s & T2 B @ O StartSurveyAnalysis|v| & @
|

Welcome | €000 X

E] Elapsed time: 8.80s Iy Ay TP
K
FILTER:| All Modules + E Start Memory Access Patterns Analysis lhreads v][ Loads and stores

B/ Summary % Survey &

Start Survey Analysis

Start Trip Counts and FLOP Analysis

Start Dependencies Analysis

Start Suitability Analysis

Performance (GFLOF >, -4 w v Use Single-Threaded Roofs @
1000 f a :
C 3 Gz 33 e T -
100 31-57€ e O Wi B R Pel
10 ‘ f “LJ— L 00@® e - Q Add Pes)
1 AR9 4 s v/_/"" [ ]
0.1 hZ @R a5 GBIse d
Sl R i i
0.001 0.01 0.1 1 10 100 1000 10000 1.0e+5 1
Self Elapsed Time: 2,110 s Total Time: 7.580 s Arithmetic Inte

func

[ Source | Top Down | Code Analytics | Assembly | ¥ Recommendations | @ Why No Vectorization?

Address | Line Assembly Total Time % Self Time

tion » 0x4107d0 Block 1: 146029716
0x4107d0 492 pushq %rbp 0.020s 0.020s
0x4107d1 492 mov %rsp, %rbp 0.010s 0.010s

0x4107d4 492 sub $0x210, %rsp
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Rest of Tutorial...

= Charlene will introduce and demo
Intel® Advisor
v Automatically instruments applications

gipApplication
slikiracterization
(one dot per loop nest/function) sifStrumentation)
v" Computes FLOPS and Al for each
function (CARM)

v Integrated Cache Simulator
(hierarchical roofline / multiple Al’s)
AVX-512 support that incorporates masks System Visualization
Characterization and
(Benchmarking) Analysis

AN

Automatically benchmarks target system
(calculates ceilings)

v Full integration with existing Advisor
capabilities
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Rest of Tutorial...

= Jack will discuss how Roofline is
used by the NERSC NESAP
teams

g pplication
shiaracterizs :l:j@)_r]
sifStrumentation)

isualization
and
Analysis
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Setting Realistic Expectations...

= Consider 3 kernels (A,B,C)

» kernels A and B are bound by |
memory bandwidth ok GELOP/
» kernel C is bound by peak FLOP/s 2
O
o
O
o
s
IS
<
Arithmetic Intensity (FLdP:Byte) g
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Setting Realistic Expectations...

= |magine you want to run on a

machine with twice the peak I  GFLOP/s
FLOPs...
> kernel C’s performance could double é
X kernels A and B will be no faster (LT'B

o

s

S

<

Arithmetic Intensity (FLdP:Byte) g
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Setting Realistic Expectations...

= \What if that machine also

doubled memory bandwidth... | C oy GFLOP/s
> kernel A and B’s performance could .
also double 3 :
O . .
o : :
O : :
Q@ - !
E i i
IS : :
< :

Arithmetic Intensity (FLOP:Byte)
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Performance Model Retrospective

= Too many components contribute to app/loop run time...

o some are characteristics of the application
o some are characteristics of the machine
o some are both (memory access pattern + caches)

#FP operations FLOP/s

Cache data movement Cache GB/s

DRAM data movement DRAM GB/s
PCle data movement PCle bandwidth
Depth  OMP Overhead

MPI| Message Size Network Bandwidth
MPI| Send:Wait ratio Network Gap
#MPI| Wait's Network Latency




Performance Model Retrospective

= Performance models often conceptualize the system as being
dominated by one or more aspects of machine and application...

Computational {
Complexity —~~ #FP operations

o g e o o o o e e o e e —

DRAM data movement
PCle data movement
Computational Depth

MPI| Message Size
MPI Send:Wait ratio
#MPI1 Wait’s

DRAM GB/s

PCle bandwidth
OMP Overhead
Network Bandwidth
Network Gap
Network Latency



Performance Model Retrospective

= Performance models often conceptualize the system as being
dominated by one or more aspects of machine and application...

#FP operations

Cache data movement
DRAM data movement
PCle data movement
Computational Depth
MP| Message Size
MPI Send:Wait ratio
#MPI1 Wait’s

Culler, et al, "LogP: a practical model of parallel computation", CACM,

1996.

FLOP/s

Cache GB/s

DRAM GB/s

PCle bandwidth
OMP Overhead
Network Bandwidth
Network Gap
Network Latency




Performance Model Retrospective

= Performance models often conceptualize the system as being
dominated by one or more aspects of machine and application...

#FP operations

Cache data movement
DRAM data movement
PCle data movement

— . - — e e . S S S S S S s . — o . . S S S S B S e e S e S e B e e e e e sy

Alexandroy, et al, "LogGP: incorporating long messages into the LogP model -

one step closer towards a realistic model for parallel computation”, SPAA, 1995.

FLOP/s

Cache GB/s
DRAM GB/s
PCle bandwidth
OMP Overhead

Network Gap
Network Latency



Performance Model Retrospective

= Architectural innovations — Throughput Limited Regime

- - - O B B S EEE EEE EEE EEE EEE SEE SEE EEE S SEE EEE SEE SEE BEE SEE SEE BEm EEE SEE BEm EEm SEm BEe S BEe B S E

] #FP operations FLOP/s ;‘;32',"9
' Cache data movement Cache GB/s
DRAM data movement DRAM GB/s |
PCle data movement PCle bandwidth
Computational Depth OMP Overhead
MPI| Message Size Network Bandwidth
MPI| Send:Wait ratio Network Gap

#MPI Wait's Network Latency

Williams et al, "Roofline: An Insightful Visual Performance Model For Multicore

Architectures", CACM, 2009.



