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COVER IMAGES

Combustion Simulation

This 46082 image of a combustion simulation result was rendered by a hybrid-parallel 

(MPI+pthreads) raycasting volume rendering implementation running on 216,000 cores  of 

the JaguarPF supercomputer. Combustion simulation data courtesy of J. Bell and M. Day 

(Center for Computional Sciences and Engineering, LBNL). For more information see “MPI-

hybrid Parallelism for Volume Rendering on Large, Multi-core Systems” by M. Howison, 

E.W. Bethel, and H. Childs. 

Fluid Pinch-off

The CRD Math Group has built a new mathematical model applicable to the computations 

of fluid pinch-off. Their method correctly computes asymptotic constants of fluid self-

similarity as breakup is approached, and the resulting rapid reconfiguration due to surface 

capillary waves and separation into microdroplets.

Global Cloud Resolving Model for Climate

Accurate modeling of Earth’s climate is one of the biggest challenges facing HPC today. 

One of the largest sources of error in existing climate models is the simulation of clouds. 

By increasing the grid resolution from 200 km to 2 km, clouds can be accurately resolved 

in simulations. Isocontours are plotted corresponding to different vorticity levels in the 

atmosphere. [Data provided by Dave Randall, Celal Konor and Ross Heikes (Colorado 

State Univ). Joint work with Karen Schuchardt, Bruce Palmer, Annette Koontz and Jeff 

Daily (PNNL). Visualization by the CRD Visualization Group’s Prabhat.]

Laser Wakefield Particle Acceleration

Computational model of laser wakefield particle acceleration.  Models of high-quality 

electron beams help scientists in the LOASIS program better understand beam 

acceleration dynamics.   For more information see “Automatic Beam Path Analysis of 

Laser Wakefield Particle Acceleration Data” by Rübel et al. [Image by Oliver Rübel, CRD 

Visualization Group.]

Zeolite Structures

Visualization of zeolite material showing its bonding structure, and an isosurface 

visualization of the energy landscape for a diffusing carbon dioxide molecule (blue region 

indicates strong adsorption). By using Zeo++, they can identify carbon dioxide adsorbing 

materials much faster and by using far less computing power than through molecular 

simulation. This work is presented in more detail in a joint 2012 ChemPhysChem journal 

paper by Richard L. Martin et al. [Image generated by Richard L. Martin of the Scientific 

Computing Group using VisIt.]
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LBNL COMPUTATIONAL RESEARCH DIVISION 
STRATEGIES, COMPETENCIES AND GOALS
David L. Brown 
Division Director 
January 2013

Summary

Lawrence Berkeley National Laboratory (LBNL) is a leader in mathematics and computer science with 
applications to research spanning many scientific disciplines, which are important to the U.S. Department 
of Energy (DOE) and the nation generally.  LBNL’s core strengths in computing sciences lie with its 
world-leading team of applied mathematicians, computer, data and computational scientists in the 
Computational Research Division (CRD), the research arm of LBNL’s Computing Sciences Area.  Spread 
across fourteen groups, CRD hosts approximately 150 researchers who develop mathematical models, 
algorithms, tools and software in support of computationally enabled scientific discovery.  CRD supports 
the overall mission of the Computing Sciences Area, which is to accelerate scientific discovery across 
a broad scientific community using advanced computing and mathematics.  This, in turn, supports the 
overall mission of LBNL, by addressing the most pressing scientific and technical challenges of our time, 
to transform the world energy economy and to provide a sustainable future for humankind.

CRD’s research strengths can be described conveniently in terms of four core competencies, which are 
listed below:

»» Applied Mathematics,

»» Advanced Computer Science Technologies,

»» Scientific Data Management and Analytics, and

»» Software Technology Development.

The first three are research competencies, while the fourth is a supporting competency that cuts 
across the others.  While many venues outside Berkeley Lab focus on the first three competencies as 
independent research focus areas, it is a hallmark of LBNL’s computational research that a synergistic 
application of capabilities, from all of these competencies, is brought to bear on the science and 
engineering challenges being addressed.  A major strength of LBNL computational research has been 
in the development of mathematics, algorithms and software supporting large-scale modeling and 
simulation. In the future, as large-scale experimental and observational science becomes increasingly 
dependent on mathematical and computational advances, computational solutions that enable scientific 
discovery will increasingly require a combination of modeling and simulation, advanced computer science 
technologies, scientific data management and analytics, integrated effectively into advanced scientific 
data ecosystems.

Strategies, Competencies and Goals
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Our Science Engagement Strategy

The Computing Sciences Area’s main strategy for accelerating scientific discovery across a broad scientific 
computing community is science engagement; the direct engagement of scientists in other domains 
to collaboratively advance scientific discovery by using advanced mathematical and computational 
technology. In many cases, our research staff members themselves have considerable credentials 
as scientists in science domains outside mathematics and computer science.  In CRD, this science 
engagement strategy has driven our substantial track record in the development of mathematical models, 
algorithms, simulation and analysis tools, including exceptional software tools that have had a broad 
impact on DOE and industrial scientific and engineering applications, as well as on our own fields of 
applied mathematics and computer science.   

As we look to the future, the rapidly growing data challenges at DOE’s scientific user facilities, many of 
which are located at LBNL, drive a need for the development of advanced computational technology 
to enhance scientific discovery at those facilities.  Over the past few years, we have begun to engage 
scientists in LBNL’s other science divisions, many of which are responsible for DOE scientific user 
facilities, to understand and address their emerging computational challenges.  We see significant 
research challenges that require the development of new analysis methods, new mathematical 
models and algorithms instantiated in highly effective simulation and analysis codes.  The need for the 
development of scientific data ecosystems to address the management, transmission and analysis of 
data has become increasingly evident.  As we have done for many science domains outside LBNL in the 
past, we will seek to provide LBNL science enterprises with advanced software technology solutions to 
enable and accelerate scientific discovery.  Our vision is to significantly strengthen LBNL science through 
advanced mathematical and computer science research and advanced software technology. 

CRD’s Core Competencies and Future Goals

Applied Mathematics:  CRD has one of the strongest, if not the strongest, applied mathematics 
competencies among the DOE National Laboratories.  Most of the applied and computational 
mathematicians in CRD are found in the Center for Computational Sciences and Engineering, the 
Mathematics Group, the Applied Numerical Algorithms Group, the Complex Systems Group, and the 
Scientific Computing Group. Five of our applied mathematicians have been elected to the U.S. National 
Academies of Science and Engineering.1   Berkeley Lab applied mathematicians are recognized 
internationally for their pioneering work in methods, algorithms and software for modeling and simulating 
complex scientific and engineering phenomena.  Areas of research include high-resolution adaptive finite 
difference algorithms for multi-scale, multi-physics problems, techniques for computing complex flows with 
moving interfaces, numerical linear algebra, vortex and particle methods, and turbulence theory, among 
others. 

Applied mathematics research is at the core of the U.S. Department of Energy’s (DOE) Advanced Scientific 
Computing Research activities. CRD’s goals for future developments in applied mathematics are to

»» Continue our international leadership in the development of state-of-the-art mathematics, algorithms 
and computational techniques, impacting science and engineering challenges from DOE, other 
government agencies and industry;

»» Develop simulation and analysis software, in collaboration with computer science teams, that 
provides exceptional performance on computing architectures from the desktop to the extreme-scale.

1 National Academy of Sciences: John Bell, Alexandre Chorin, Philip Colella, James Demmel; National Academy of Engineering: James 
Demmel, James Sethian. 

Strategies, Competencies and Goals
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Advanced Computer Science Technologies:  CRD’s advanced CS effort is focused on computer 
science research that will continue to enable DOE scientists and engineers to use of the most 
advanced computational hardware for discovery science.  Our research activities in this area are found 
predominantly in the Future Technologies Group. The current revolution in high performance computing 
hardware will result in a technology transition similar in impact to the transition from vector to MPP 
computing in the early 1990’s.  CRD’s advanced CS research is focused on the hardware and software 
issues associated with this transition.

CRD’s goals for future developments in advanced CS technologies are to

»» Over the next decade, participate in computing architecture developments that can deliver one 
hundred times more usable operations per watt, thus enabling productive use of exascale technology 
for scientific computing within a realistic power budget;

»» Translate these emerging architectural trends into technology requirements and software technology 
artifacts for operating systems, system software, languages, programming models and programming 
environments that will support productive exascale computing.

Scientific Data Management and Analytics:  Scientific data management, storage, transport 
and analysis are significant core competencies within CRD, but continue to be exponentially growing 
challenges for DOE Office of Science (SC) Scientific User Facilities and large-scale modeling and 
simulation efforts.   This is a technology-driven trend, largely due to the massive increase in both 
computational and observational capabilities.   In addition, datasets become larger and prohibitively 
expensive to produce and/or reproduce. Therefore, it is increasingly important to store, curate and re-
use these data for scientific discovery.   CRD’s R&D efforts supporting the development of the modern 
scientific data ecosystem will enable science to move forward with data as a first-class entity.  Our goal for 
future development in this area is to:

»» Expand our leadership in scientific data management and analysis by developing scientific data 
ecosystems that address the increasing challenges in this area faced by Scientific User Facilities and 
large-scale simulation codes.

Software Technology Development:  CRD has a substantial track record in the production of advanced 
computational technology in the form of skillfully engineered software that leverages our mathematics 
and computer science research strengths, providing exceptional tools for scientific discovery.  We develop 
and provide state-of-the-art software artifacts for broad use throughout the external community, and also 
implement the supporting computational technology required for basic and applied research activities 
within our organization supporting all three of the previous core competencies.  Often these softwares 
are one in the same: much of the software infrastructure developed for internal purposes has been 
made available to external users as well.  Software tools developed by CRD support scientific research in 
other science fields from high-energy physics, cosmology, climate, environmental science and biology to 
alternative energy, industrial processes and manufacturing.   

A recent trend has been the increasing demand for scientific software solutions within Berkeley 
Lab.  Advanced mathematics and computation have not traditionally been integrated into the largely 
experimental and observational science activities at LBNL, but rapidly increasing data collection 
capabilities at the LBNL scientific user facilities have created a need for advanced software solutions.  
CRD has begun to develop such solutions, again leveraging our mathematics and computer science 
expertise and skills, but there is no clear business model for supporting the need for a rapidly growing, 
agile and flexible computational technology workforce.  To continue to be successful in bringing needed 
computational technology to LBNL science problems, it is important that we:
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»» Continue the production of advanced software technology solutions that enable and accelerate 
scientific discovery for the DOE, while developing a sustainable business model that will enable CRD 
to more broadly support LBNL with state-of-the-art software technology solutions. 

The following three sections discuss our activities in the core competency areas of Applied Mathematics, 
Advanced Computer Science Technologies and Scientific Data Management and Analytics.  Discussion of 
our work in software technology development cuts across these three competency areas and is included 
in all three sections.  More complete information can be found by referring to CRD’s website, located at 
http://crd.lbl.gov.

Applied Mathematics

Applied mathematics research is at the core of the U.S. DOE Advanced Scientific Computing Research 
(ASCR) activities, and CRD researchers have a long and distinguished track record in the development 
of advanced mathematical models, algorithms and simulation codes to enable and accelerate scientific 
discovery using computers of all scales from the desktop to the extreme scale.  CRD applied mathematics 
researchers have had a broad impact worldwide, in many cases pioneering the development and 
application of new mathematical and algorithmic techniques for science fields ranging from combustion, 
materials science and astrophysics to biology, climate and the earth sciences.  In addition, CRD research 
has resulted in the development of enhanced industrial processes and manufacturing techniques. The 
Center for Computational Sciences and Engineering (CCSE), the Applied Numerical Algorithms Group 
(ANAG), the Mathematics Group, the Complex Systems Group (CXG) and the Scientific Computing 
Group (SCG) focus on the development of new models, methods, algorithms and software for modeling 
and simulation.  Researchers in SCG and the Center for Computational Cosmology (C3) use advanced 
simulations for their research in climate modeling, materials science and cosmology.

The Center for Computational Sciences and Engineering (CCSE) develops and applies advanced 
computational methodologies to solve large-scale scientific and engineering problems arising in 
DOE mission areas involving energy, environment, and industrial technology.  CCSE focuses on the 
design of algorithms for multiscale, multiphysics problems described by nonlinear systems of partial 
differential equations, and in developing implementations of algorithms that target current and next-
generation massively parallel computational architectures.  CCSE researchers work collaboratively with 
application scientists to develop state-of-the art solution methodologies in the fields of combustion, 
porous media flow, fluctuating hydrodynamics, atmospheric modeling, cosmology and astrophysics.  
Leveraging advanced methods developed to model incompressible and low speed flows, CCSE has 
built a capability for numerically simulating laboratory-scale combustion devices and advanced ultra-
low-emissions burners.  Similar approaches have enabled the development of high-fidelity groundwater 
flow simulations, which have the potential for providing valuable insights into the long-term fate of 
groundwater contaminants.  CCSE’s low-Mach number astrophysics code has been used to perform 
full-star simulations of convection in a white dwarf, leading up to the ignition of a Type Ia supernova.  
Compressible astrophysics methodology based on similar technology has been applied to Type Ia and Type 
II supernovae as well as other astrophysical phenomena.   Recent research in partnership with C3 has 
led to the development of the Nyx code to simulate gas and dark matter for cosmological studies.  More 
recent research in CCSE has focused on the development of stochastic hybrid models and algorithms 
that include the effects of thermally induced fluctuations at molecular scales to provide a more realistic 
treatment of systems undergoing phase transitions, nucleation, barrier-crossing, Brownian motors, noise-
driven instabilities and combustive ignition.  CCSE is also a major participant in the ExaCT Co-Design 
center whose goal is to ensure that next generation extreme scale computer architectures will provide 
an effective computing environment for future combustion simulations.Recent research in partnership 
with C3 has led to the development of the Nyx code to simulate gas and dark matter for cosmological 
studies. More recent research in CCSE has focused on the development of stochastic hybrid models and 
algorithms that include the effects of thermally induced fluctuations at molecular scales to provide a 
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more realistic treatment of systems undergoing phase transitions, nucleation, barrier-crossing, Brownian 
motors, noise-driven instabilities and combustive ignition. CCSE is also a major participant in the ExaCT 
Co-Design Center whose goal is to ensure that next generation extreme-scale computer architectures will 
provide an effective computing environment for future combustion simulations.

The Applied Numerical Algorithms Group (ANAG) develops advanced numerical algorithms and 
software for partial differential equations integrated with the application of their software to problems 
of independent scientific and engineering interest. ANAG’s particular focus is on high-resolution 
and adaptive finite difference methods for partial differential equations in complex geometries with 
applications to internal combustion engines, climate, and subsurface modeling.  Recent work has focused 
on adaptive mesh, finite volume modeling of ice sheets, the development of an adaptive dynamical core 
for climate applications, and reactive transport for carbon sequestration. ANAG makes its computational 
technology available externally through the Chombo framework, which supports finite difference and 
finite volume discretizations of partial differential equations on block-structured adaptively-refined grids.  
Chombo includes embedded boundary and mapped multi-block methods for the representation of 
complex geometries, particle and particle-mesh algorithms within its Adaptive Mesh Refinement (AMR) 
framework, and higher-order methods in time and space for increased computational resolution.  ANAG 
collaborates broadly across DOE through the SciDAC program, and participates in several collaborative 

Figure 1: CCSE’s high fidelity computational tools are leveraged to deliver an unprecedented ability to 
simulate high pressure flames, important for understanding next-generation stationary turbines based on 
low swirl injectors. This image shows the result of simulating NOx formation in a low swirl injector using a 
low-Mach number formulation combined with adaptive mesh refinement.
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efforts with computer scientists in CRD, including code optimization, compiler transformation techniques 
and overall numerical implementations for the CACHE project, abstract numerical algorithm specification 
and interaction with exascale co-design centers for the D-TEC project, and the demonstration of auto-
tuning on scientific computing codes through the XTUNE X-stack project.  In collaboration with LLNL, ANAG 
is also involved in the development of high-resolution methods for solving continuum kinetic systems in 
complex phase space geometries for plasma fusion modeling.

The Mathematics Group at LBNL develops new mathematical models, devises new algorithms, 
explores new applications, exports key technologies, and trains young scientists in support of DOE. 
Researchers use mathematical tools from a variety of areas in mathematics, physics, statistics, and 
computer science, including statistical physics, differential geometry, asymptotic analysis, graph theory, 
partial differential equations, discrete mathematics, and combinatorics. The Math Group attacks both 
technologically interesting and mathematically challenging problems, which has resulted in an impressive 
set of interrelated computing methodologies, and applications that have been applied to support the 
DOE energy mission and impact science and industrial challenges worldwide.  Their recent research has 
developed methods for implicit sampling of many-dimensional non-Gaussian probability densities with 
a potential impact in fields as wide-ranging as economics and finance, weather forecasting, quantum 
field theory and statistics.  The Math Group has also developed high-order methods for fluid-structure 
interaction with applications to vertical axis wind turbine simulations.  Recent breakthrough work in 
mathematical and algorithmic methodologies for computing multiphase physics problems will have an 
impact on the modeling and understanding of industrial foams, materials, manufacturing and biological 
cell mechanics.  The Math Group is also developing new computational tools to study dynamic problems 
with time-periodic forcing or symmetry. A key step in this research is to devise adjoint-based optimization 
techniques suitable for large-scale systems governed by nonlinear evolutionary partial differential 
equations.

The Complex Systems Group (CXG) was formed in 2010 to address the increasingly important role 
that mathematical research is playing in the analysis and optimization of complex systems, including 
application areas relevant to the DOE mission, such as networked interconnected systems, like computer 

Figure 2: ANAG is developing scalable ARM ice sheet modeling capability in 
support of the Community Ice Sheet Model. This schematic shows computed ice 
velocity for Antarctica (right), and (left) meshing and grounding line location for the 
Pine Island Glacier.
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networks and electrical power grids.  In addition to collaborative work with other groups in CRD, CXG 
works collaboratively with UC Davis, LLNL and Sandia Laboratories on a wide variety of topics in computer 
security.  CXG also hosts the Center for Innovative Financial Technology (CIFT), which studies the behavior 
of the increasingly sophisticated, computationally driven aspects of the US and world financial markets.

The Scientific Computing Group (SCG) performs research to advance scientific computing by 
developing and enhancing applications in key scientific disciplines.  It also develops tools and libraries 
for addressing general problems in computational science.  Members of SCG work on diverse scientific 
applications in a wide variety of fields including atmospheric modeling, materials science and nano-
science, chemical sciences, and biological sciences with relevance to LBNL and DOE.  SCG also tackles 
generic problems in scientific computing, developing new algorithms and software for dense and sparse 
linear and eigen systems, mathematical libraries and templates, and software tools.   SCG develops 
scalable sparse direct and hybrid linear solvers, and effective preconditioners, delivering much of 
this capability through SuperLU, a sparse solver package that is widely used internationally.  SCG 
also develops scalable and robust algorithms and solvers for tackling large-scale linear and nonlinear 
eigenvalue problems using a wide variety of modern techniques.  They also develop fast numerical 
methods for performing ground-state electronic structure analysis based on the Kohn-Sham density 
functional theory and numerical methods for excited state electronic structure analysis, important in 
a number of applications such as the design of photovoltaic devices and energy efficient batteries.  In 
partnership with the LBNL Life Sciences, Chemical Sciences and Materials Science divisions, members of 
SCG are also performing research in a number of different areas in materials science, including methods 
for high-throughput discovery of improved scintillator materials, new methods for simulating f-electron 
soft X-ray spectroscopy, informatics tools for the analysis of void space in porous materials, similarity-
driven discovery of porous materials for gas separations, and studying high surface area materials such 
as metal-organic frameworks. Collaborating with scientists at the Advanced Light Source (ALS), SCG has 
developed new theory, computational methods and HPC code for computing X-ray scattering patterns, 
with particular application to glancing-incidence small-angle X-ray scattering (GISAXS).  Also relevant to 
current light sources, such as LCLS, the planned future light source, NGLS, and high-resolution electron 
microscopes is the development of efficient and robust algorithms for reconstructing 3D structures 
of macromolecules from 2D electron microscopy or X-ray images with unknown relative orientations.  
Recently, SCG has also begun to develop the theoretical tools and knowledge to understand pump-
probe spectroscopy, a rapidly growing field capable of elucidating many aspects of complex materials 
physics.  Finally, in collaboration with the LBNL Earth Sciences Division and other scientists in the climate 
community, SCG researchers are creating a large number of simulations of the CAM5.1 climate model, 
resolving features down to 25 km globally, to quantify how the chances of regional and local extreme 
events depend on past and future emissions.

CRD researchers play a significant role in the DOE 
SciDAC-3 FASTMath Institute, which develops and 
deploys scalable mathematical algorithms and software 
tools for reliable simulation of complex physical 
phenomena. CRD leverages its technical expertise to 
support a wide variety of applications in finite volume 
methods and particle/mesh methods in structured grid 
AMR frameworks, high order discretization methods, 
highly optimized linear and nonlinear solvers and 
eigensolvers. Software developed by FASTMath team 

Figure 3: The Mathematics Group is developing mathematical 
and algorithmic methodologies for computing multi-phase physics 
with applications to industrial foams, materials, manufacturing, 
and biological cell mechanics. This figure shows an example 
computation for fluid flow and interface forces in agitators for fluid 
mixing in industrial devices.
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members at LBNL comprises the framework and/or solver technology for application codes in accelerator 
modeling, astrophysics, climate, combustion, cosmology, materials science and porous media.

In addition, CRD researchers contribute to eleven SciDAC-3 Application Partnerships, bringing 
advanced mathematics and computer science to science applications that span the DOE Office of 
Science (SC).  The SciDAC program is supported through partnerships between DOE ASCR and the other 
science programs in SC.  The program brings together mathematicians, computer scientists and domains 
scientists from across the DOE Laboratory complex and U.S. academia to address difficult scientific 
challenges of interest to DOE through high performance computation.  The partnerships supporting the 
climate program within the Biological and Environmental Research (BER) program will develop multi-
scale atmospheric and oceanic parameterizations and improved ice sheet models for the Community 
Earth System Model (CESM) and the Community Ice Sheet Model (CISM). For the High Energy Physics 
(HEP) program, HPC tools and applications that support particle accelerator design will be developed and 
advanced simulation and analysis tools will be used to support cosmology experiments.  For the Nuclear 
Physics (NP) program, large-scale computations will transform the fields of low-energy nuclear physics 
and astrophysics by addressing nuclear interactions and their uncertainties, ab-initio studies of light 
nuclei and their reactions, and studies of nucleonic matter and its astrophysical properties.  Also for NP, 
CRD is partnered on the development of algorithms that support the linkage of a non-relativistic effective 
theory of nuclear physics to the exact theory of the strong interaction, quantum chromodynamics (QCD), 
by connecting the low-energy constants of the former to lattice QCD calculations of nucleon-nucleon 
scattering parameters.

CRD researchers also contribute to five of the SciDAC projects that partner ASCR with the Basic Energy 
Sciences (BES) program.  These projects address simulations through first principles methods of the 
generation, evolution and fate of electronic excitations in molecular and nano-scale materials. They 
also address simulations through the development of advanced methods for excited state chemistry 
for the NWChem software suite, advanced modeling of ions in solutions, on surfaces and in biological 
environments, discontinuous methods for accurate, massively parallel quantum molecular dynamics, and 
scalable computational tools for the discovery and design of excited state phenomena in energy materials.  

Advanced Computer Science Technologies

DOE Computational Science practitioners are facing a revolution in computing capability that promises to 
be as equally disruptive as the transition from vector to massively parallel computing in the 1990’s.  This 
revolution is driven by energy constraints—it is widely understood that an evolutionary development of 
high-end computers will not be possible within realistic DOE power budgets over the next decade.  DOE 
and LBNL are addressing this challenge through a multi-pronged approach that includes the co-design of 
algorithms, software and hardware for targeted DOE applications.  The computer science research efforts 
will require new approaches to programming, and the development of a software infrastructure that can 
support sophisticated users of emerging high-end architectures.  This research will focus on the computer 
technology aspects of this revolution, but must mesh with concurrent developments and improvements in 
algorithm design for scientific software.

Current CRD research in advanced computer science technology occurs mostly in the Future Technologies 
Group (FTG) and focuses on understanding the performance and development of advanced software 
environments for today’s systems.

Research supporting advanced software environments includes a substantial number of projects 
designed to enable high-performance parallel computing on today’s systems. GASNet (Global-Address 
Space Networking) is a language-independent, low-level networking layer that provides network-
independent high performance one-sided communication primitives.  The library has been adopted by 
many vendors for their production software for one-sided messaging, and has been a critical for the 
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transport requirements for advanced research in parallel program languages including IBM’s X10, Cray 
Chapel, and multiple implementations of Co-Array Fortran.  GASNet is being extended through the DEGAS 
(Dynamic Exascale Global Address Space) project to support emerging programming environments that 
have asynchronous execution models to support exascale computing and advanced data analytics.   
UPC (Unified Parallel C) is an extension of the C programming language designed for high performance 
computing on large-scale parallel machines.   The language provides a uniform programming model for 
both shared and distributed-memory hardware. 

The BLCR (Berkeley Lab Checkpoint-Restart) library provides checkpoint-restart capability for parallel 
applications that communicate through MPI and is now included in every available implementation of the 
Linux operating system. Automatic Performance Tuning (or Auto-tuning) provides an effective means 
for providing performance portability across diverse hardware architectures (from GPU’s to many-core 
CPUs).  CRD’s autotuning techniques have been developed and applied to multigrid, graph algorithms and 
finite difference stencil operations.  CRD researchers also participate in UC Berkeley Par Lab’s SEJITS 
(Selective Embedded Just-In-Time Specialization) project, which provides a methodology for developing 
Domain-Specific Embedded Languages (DSELs).  DSELs provide an interoperable approach to embedding 
a DSL (domain-specific language) into an existing language so that programmers can seamlessly use the 
DSL as well as features of the host language.

Looking towards the future, a number of advanced CS projects have initiated recently.  The DEGAS 
Programming Environments project was funded as part of DOE’s X-Stack2 program.  DEGAS will develop 
the next generation of programming models, runtime systems and tools to meet the challenges of 
exascale systems.  The objective is to develop a solution that will address the key challenges of scalability, 
programmability, performance portability, resilience, energy efficiency and interoperability posed by 
anticipated exascale systems.   Also in the programming systems area, the Tesselation OS, developed 
in collaboration with UC Berkeley Par Lab, implements a modular OS structured around space-time 
partitioning and two-level scheduling between the global and partition runtimes.  The partitioning, 
advanced resource management, and performance isolation features of Tesselation are viewed as 
essential for many-core client operating systems. 

To help coordinate extreme-scale computing hardware architecture design across DOE, CAL was recently 
established as a joint SC/NNSA project in collaboration with Sandia National Laboratories.  CAL will 
provide a common modeling and simulation infrastructure for the quantitative analysis of the trade-space 
for hardware and algorithmic software design.  It will make use of advanced architectural modeling and 
simulation tools to explore novel hardware/architectural concepts in cooperation with industry partners 
and the DOE research community.  This research intersects with DOE’s FastForward effort, which 
partners with computer vendors to understand and develop CPUs, memory, storage and I/O in support 
of the creation of exascale computers over the next decade.  Berkeley Lab also co-leads the ExaCT 
Combustion Co-design center for DOE, which works closely with the Computer Architecture Laboratory 
to better communicate the requirements of applications to industry hardware design teams, and also 
communicate information about future hardware constraints to advanced application development 
teams in DOE. DOE recognizes that a highly integrated hardware-software co-design process is essential 
to foster the rapid pace of innovation needed to create exascale  computing systems that meet DOE 
mission needs. ExaCT brings together applied mathematicians, computer scientists, data scientists 
and combustion scientists to examine the entire computing workflow associated with the modeling and 
simulation of combustion processes relevant to the burning of alternative fuels. 

CRD also contributes to SUPER (Institute for Sustained Performance, Energy, and Reslience), a broadly 
based SciDAC institute whose members have expertise in compilers and other system tools, performance 
engineering, energy management and resilience. SUPER ensures that DOE’s computational scientists can 
successfully exploit the emerging generation of high performance computing (HPC) systems by providing 
application scientists with strategies and tools to productively maximize performance, conserve energy, 
and attain resilience. 
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From Scientific Data Management and Analytics to Scientific Data Ecosystems

In the past, the larger scientific data management and analysis challenges at DOE have been associated 
with the results from computational modeling and simulation.  CRD’s solutions for these challenges have 
focused on the management of datasets, data mining and visualization. Experimentally or observationally 
derived data has often been easier to deal with.  These data have been easily manageable, with datasets 
easily stored and analyzed on desktop computers.  With some exceptions, data is analyzed for scientific 
results and then discarded.   This picture is changing as the technology for data collection improves 
rapidly.  For example, CCD-based imaging technology is experiencing a Moore’s-law-like exponential 
growth in the amount of data that can be collected.  

Science domains, such as high energy physics, cosmology and climate, have been dealing with significant 
amounts of data for some time now, and custom computational tools to address the data workflows 
have been developed.  However, as new instrumentation is deployed at a rapid pace, the need for these 
workflow solutions is no longer confined to a few isolated projects; at LBNL, we are seeing significant data 
challenges at many of the Advanced Light Source beamlines, the Joint Genome Institute, the National 
Center or Electron Microscopy, the Molecular Foundry, and similar facilities at other DOE Laboratories.  
We expect to see these challenges coming from emerging external facilities, such as the Square 
Kilometer Array and the LSST.   It is no longer economically feasible to provide custom solutions for every 
data collection case.  Individual PI’s cannot write analysis software and perform the analysis for every 
experiment.  As the data challenges become more complex, there is no equivalent set of data workflow 
libraries, as with MPI, LAPack, Chombo, PetSC for the modeling and simulation space.  

Additionally, as datasets become larger, they become more difficult to store, analyze and reproduce.  We 
expect to see a trend moving away from an individual PI’s closely guarded dataset to produce a single 
research result.  Instead, we expect to see the trend move toward the storage, curation, and availability of 
large datasets that can be accessed, combined, and used as a resource for general scientific discovery.   
An emerging concept that captures the essence of a new paradigm for data-driven scientific discovery is 
the scientific data ecosystem.  This not only includes the software and hardware tools required to manage 
the entire data collection and analysis workflow, but also the scientists contributing and curating the data.  
Much like a physical ecosystem, the scientific data ecosystem evolves as data is added, and as data 
collection, management and analysis capabilities improve, supporting increasingly sophisticated scientific 
discovery from complex and often massive datasets.

The development of tools in this area is being supported by researchers in the Advanced Computing for 
Science (ACS) Department, the Biological Data Management and Technology Center (BDMTC) and in the 
Scientific Data Management (SDM), Computational Cosmology Center (C3) and Visualization groups.  The 
Advanced Computing for Science Department is developing software frameworks to enable the 
interoperability of software tools for DOE Fossil Energy’s Carbon Capture and Simulation Initiative. 
They have developed an eco-informatics data management infrastructure that combines data processing, 
archiving, curation, user services and publication tracking to support a wide array of carbon data and 
subsurface flow projects, such as ISCN, AmeriFlux, FLUXNET, and digital hydrology projects.  ACS 
was responsible for architecting the software infrastructure that supports the ATLAS experiment at 
CERN, recently recognized for its contribution to the discovery of the Higgs boson, Science Magazine’s 
“Breakthrough of the Year” for 2012.  In support of another one of the top 10 Science Breakthroughs 
of 2012, ACS was also the US lead for the software and computing support for the Daya Bay Neutrino 
Experiment in China. This software was essential in the successful measurement of the last unknown 
parameter θ13, which describes how neutrinos transform at near-light-speed. Other data management 
projects, developed or under development by ACS, include the Particle Data Group Workspace, the 
Advanced Light Source User Portal, and the data management infrastructure for the Materials 
Project. 
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Recent research areas for the Visualization Group have included the development of topological data 
analysis methods, and the exploration of novel computer architectures for visualization, such as those 
using GPUs and SSDs. The group also works on the development of methods to scale visualization tools 
to tens of thousands of cores, and in some specialized cases, such as volume rendering, to hundreds of 
thousands of cores, opening the door for in situ visualization within very large simulation and analysis 
codes.   The Visualization Group also supports the R&D 100 award-winning VisIt visualization system at 
NERSC, which helps users tailor the tool to specific user needs, sometimes substantially changing the 
infrastructure to support new types of data, such as adaptive block-structured meshes.  The Visualization 
Group has developed visualization and analysis tools and methods that have supported DOE SciDAC 
scientists through the VACET Center and now the SDAV Institute.  Members of the Visualization Group 
edited and published the book “High Performance Visualization: Enabling Extreme-Scale Scientific 
Insight”, editors Wes Bethel and Hank Childs, released in 2012.

The LBNL-led SDAV Institute, announced in March 2012 as part of the President’s Big Data Research 
and Development Initiative, also includes broadly applicable data management tools, some of which have 
been developed by the SDM Group.   SDM is also responsible for the development of the Advanced 
Performance Model (APM), which improves the efficiency of resource utilization and the scheduling 
of scientific data transfers on high-speed networks.  ADAPT, the Adaptive Data Access and Policy-
Driven Transfers project, is a general-purpose data access framework for scientific collaborations that 
provides light-weight performance monitoring and estimation, fine-grained and adaptive data transfer 
management, and enforcement of site and VO policies for resource sharing.  SDM is also well known for 
the R&D 100 award-winning FastBit, an efficient compressed bitmap index technology that has been 
widely used and adapted to search a variety of very large scientific datasets.  Members of the SDM Group 
edited and published the book “Scientific Data Management: Challenges, Technology, and Deployment, 
editors Arie Shoshani and Doron Rotem, released in 2009.

The SDM Group, the Visualization Group and the ACS Department have also combined their expertise 
to build data management and visualization capabilities for the Advanced Simulation Capabilities for 
Environmental Management (ASCEM) project.

The Biological Data Management and Technology Center has developed the IMG (Integrated Microbial 
Genomes) systems, which are a suite of microbial genome and metagenome data management 
and analysis systems that support the DOE Joint Genome Institute, as well as genomics researchers 
internationally.  IMG supports operation involving genomes and/or metagenome datasets, genes, and 
functions that can be selected and explored individually or compared.  

In recent years astrophysics has undergone a renaissance, transforming from a data-starved to a data-
driven science. A new generation of experiments will gather datasets so massive that their analysis 
will require the use of leading-edge, high performance computing resources. Continuing a decade-long 
collaboration in this field, the Computational Research and Physics Divisions at LBNL have formed 
the Computational Cosmology Center (C3).   Recent successes in this group include the discovery 
of supernova PTF 111kly through the use of machine learning algorithms in the Real-time Transient 
Detection Pipeline running at NERSC.   C3 is also developing the computing tools needed to analyze data 
from the coming generation of cosmic microwave background polarization experiments, and applying 
them to the Planck satellite, Polarbear ground-based and EBEX balloon missions.  
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DAVID L. BROWN

David Brown became Director of the LBNL Computational Research Division 
in August 2011. His 28-year career with the U. S. Department of Energy (DOE) 
National Laboratories includes fourteen years at Los Alamos National Laboratory 
(LANL) and thirteen years at Lawrence Livermore National Laboratory (LLNL), 
where most recently he served as the Deputy Associate Director for Science 
and Technology in the Computation Directorate. Brown’s research expertise 
and interests lie in the development and analysis of algorithms for the solution 
of partial differential equations (PDEs). In particular, his research has focused 
on adaptive composite overlapping grid techniques for solving PDEs in complex 
moving geometries and in the analysis of difference approximations for PDEs. At 

LANL and LLNL, he led the highly successful Overture project, which in 2001 was named one of the 100 
“most important discoveries in the past 25 years” by the DOE Office of Science.

In 2007, Brown convened an independent panel from the applied math research community to investigate 
how past, present and future math research, supported by DOE’s Office of Advanced Scientific Computing 
Research (ASCR), could be applied to help tackle challenges being addressed by both the DOE Office 
of Science and the offices of Nuclear Energy, Fossil Energy, Environmental Management, Legacy 
Management, Energy Efficiency and Renewable Energy, Electricity Delivery and Energy Reliability, and 
Civilian Radioactive Waste Management, as well as the National Nuclear Security Administration.

Brown earned his Ph.D. in Applied Mathematics from the California Institute of Technology in 1982. He 
also holds a B.S. in Physics and an M.S. in Geophysics from Stanford University.

JONATHAN CARTER

Jonathan Carter is both the Computing Sciences Area Deputy Director and the 
Computational Research Division Deputy Director.

Before assuming the Deputy Associate Lab Director role for Computing Sciences, 
Carter was leader of the NERSC User Services Group (USG). He joined NERSC 
as a consultant in USG at the end of 1996, helping users learn to effectively 
use the computing systems. He became leader of USG at the end of 2005. 
Carter maintains an active interest in algorithms and architectures for high-
end computing, and regularly participates in benchmarking and procurement 
activities to deploy new systems for NERSC. As part of collaborations with the 

Future Technologies Group in CRD, and the NERSC Advanced Technology Group, he has published several 
architecture evaluation studies, and looked at what it takes to move common simulation algorithms to 
exotic architectures. His application work on the Japanese Earth Simulator earned him a nomination as 
Gordon Bell Prize finalist in 2005.

Before coming to LBNL, Carter worked at the IBM Almaden Research Center as a developer of 
computational chemistry methods and software, and as a researcher of chemical problems of interest to 
IBM. Carter holds a Ph.D. and B.S. in chemistry from the University of Sheffield, UK, and performed his 
postdoctoral work at the University of British Columbia, Canada.
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DEB AGARWAL is the Advanced 
Computing for Science 
Department Head and 
the CyberInfrastructure 
Development Group Lead.  
Agarwal’s research focuses 
on scientific tools that enable 
the sharing of scientific 
experiments, advanced 

networking infrastructure to support sharing of 
scientific data, scientific computation frameworks, 
data analysis support infrastructure for eco-
science, and cybersecurity infrastructure to 
secure collaborative environments. Some of 
the projects Agarwal is working on include: 
AmeriFlux data processing and management, 
advanced computational subsurface modeling 
data management, and infrastructure for carbon 
capture simulations. As a member of the Berkeley 
Water Center collaboration between UC Berkeley 
and LBNL, Agarwal also leads a team that develops 
data server infrastructure to significantly enhance 
data browsing and analysis capabilities, and 
enables eco-science synthesis at the watershed-
scale to understand hydrologic and conservation 
questions and at the global-scale to understand 
carbon flux. Agarwal received her Ph.D. in electrical 
and computer engineering from UC Santa Barbara 
and a B.S. in mechanical engineering from Purdue 
University.

 

ESMOND G. NG received his 
Ph.D. in computer science from 
the University of Waterloo, 
Canada in 1983. He is currently 
a senior scientist and the 
Department Head of the Applied 
Mathematics and Scientific 
Computing Department, as 
well as the acting Group Lead 

for the Scientific Computing Group. He has been 
at LBNL since 1999. Prior to joining LBNL, Ng 
was a senior research staff member and a group 
leader in the Mathematical Sciences Section of 
the Computer Science and Mathematics Division 
at Oak Ridge National Laboratory (ORNL). While 
he was at ORNL, he was also an adjunct professor 

in the Department of Computer Science at the 
University of Tennessee, Knoxville. Ng is well known 
for his work on sparse matrix computation. The 
algorithms and codes that he has developed are 
widely used. His research also includes numerical 
linear algebra, graph algorithms and complexity 
analysis, parallel computing, and mathematical 
software development and software engineering. 
In addition, he is interested in applying sparse 
matrix techniques to scientific and engineering 
applications. Ng has served on the editorial 
boards for the SIAM Journal on Matrix Analysis 
and Applications and the IEEE Transactions on 
Parallel and Distributed Systems. He is currently an 
associate editor of the SIAM Journal on Scientific 
Computing and also an associate editor of the 
Bulletin of Computational Mathematics. 

VICTOR M. MARKOWITZ, is Senior 
Scientist and head of the 
Biological Data Management 
and Technology Center 
(BDMTC). Markowitz joined 
LBNL in 1987 where he led 
the development of data 
management and integration 
tools used for developing 

public and commercial genome databases, such 
as the Genome Database at the Johns Hopkins 
School of Medicine in Baltimore, and the German 
Genome Resource Center’s Primary Database in 
Berlin. In 1997 he joined Gene Logic Inc. as CIO 
and Senior Vice President, Data Management 
Systems, responsible for the development and 
deployment of Gene Logic’s data management 
products and software tools, including its flagship 
Genesis, one of the largest commercial gene 
expression data management deployed at tens of 
pharmaceutical and biotech companies worldwide. 
In 2004, Markowitz returned to LBNL’s CRD to 
head BDMTC, where he oversaw the development 
of the DOE Joint Genome Institute’s Integrated 
Microbial Genomes (IMG) family of systems used 
by a large community of scientists worldwide for 
conducting microbial genome and metagenome 
studies. Markowitz received his M.S. and D.S. 
degrees in computer science from Technion, the 
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Israel Institute of Technology. He has conducted 
research in various data management and 
database areas, and has authored over sixty 
articles and book chapters on various aspects 
of databases and scientific data management. 
He has served on review panels and program 
committees for database and bioinformatics 
programs and conferences.

JOHN SHALF is the Department 
Head of the Computer and 
Data Sciences Department and 
the Chief Technology Officer 
(CTO) of the National Energy 
Research Scientific Computing 
(NERSC) Division. Shalf has 
served on the DOE Exascale 
Steering Committee and is co-

principal investigator of the Computer Architecture 
Laboratory (CAL), a joint activity of Sandia 
National Laboratories and Lawrence Berkeley 
National Laboratory for the DOE’s ASCR. CAL is 
coordinating hardware architecture research and 
development activities across the DOE. Shalf 
also leads the CRD/NERSC Green Flash project, 
which is developing a novel HPC system design 
(hardware and software) for kilometer-scale global 
climate modeling that is hundreds of times more 
energy efficient than conventional approaches. 
Shalf is a coauthor of over 60 publications in the 
field of software frameworks and HPC technology. 
He was a member of the LBNL/NERSC team that 
won a 2002 R&D 100 Award for the RAGE robot. 
Shalf received a bachelor’s degree in electrical 
engineering and a master’s degree in computer 
engineering from Virginia Polytechnic Institute 
and State University. Before joining LBNL in 2000, 

he was a research programmer at the National 
Center for Supercomputing Applications at the 
University of Illinois and a visiting scientist at the 
Max-Planck-Institut für Gravitationphysick/Albert 
Einstein Institute in Potsdam, Germany, where 
he co-developed the Cactus code framework for 
computational astrophysics.

JOHN BELL is the Department 
Head of MACS (the 
Mathematics and 
Computational Sciences 
Department) and the group 
leader of CCSE. He received 
his B.S. from MIT and his Ph.D. 
from Cornell University, both in 
mathematics. Before coming 

to LBNL in 1996, Bell was the group leader of 
the Applied Math Group at Lawrence Livermore 
National Laboratory. His research interests include 
development and analysis of numerical methods 
for PDEs and stochastic systems. He contributed 
to research in finite volume methods, low-mach 
number methods, adaptive mesh refinement, 
numerical methods for stochastic PDEs, and 
parallel computing. He has worked on applications 
of these methods in a number of areas including 
astrophysics, combustion, subsurface flow, and 
micro-fluidics. He is also the deputy director of the 
ExaCT Co-Design Center.
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2012

Kathy Yelick, ACM Fellow
Kathy Yelick, Associate Laboratory Director for 
Computing Sciences, was named a Fellow of 
the Association for Computing Machinery (ACM). 
Yelick was recognized for contributions to parallel 
languages that improve programmer productivity.

E. Wes Bethel, ACM Distinguished Scientist
Wes Bethel, leader of the Visualization Group, 
was named an ACM Distinguished Scientist by the 
Association for Computing Machinery.

Sean Peisert, IEEE Senior Member
Sean Peisert of CRD’s Complex Systems Group 
and UC Davis was named an IEEE Senior Member, 
which requires at least 10 years of professional 
practice and significant performance over at least 
five of those years.

Hank Childs, DOE Early Career Award
Hank Childs of the Visualization Group was honored 
with a 2012 DOE’s Early Career Award for “Data 
Exploration at the Exascale.”

John Bell Elected to the National Academy of 
Sciences
John Bell, an applied mathematician and 
computational scientist who leads the Center for 
Computational Sciences and Engineering and 
the Mathematics and Computational Science 
Department, was elected to the National Academy 
of Sciences. 

James Sethian, American Mathematical  
Society Fellow
In 2012, the Math Group’s leader, James Sethian, 
was elected as an American Mathematical Society 
Fellow.

James Sethian, Einstein Fellowship Prize
James Sethian was honored as a Visiting Einstein 
Fellow at the Berlin Mathematical School in 2011 
and 2012, Einstein Stiftung.

2011 

James Sethian and Robert Saye,  
2011 Cozzarelli Prize
James Sethian and Robert Saye, mathematicians 
who both hold joint appointments at LBNL and the 
UC Berkeley, won the 2011 Cozzarelli Prize for the 
best scientific paper in the category of Engineering 
and Applied Sciences for “The Voronoi Implicit 
Interface Method for computing multi-phase 
physics.” The Cozzarelli Prize is sponsored by the 
Proceedings of the National Academy  
of Science.

Berkeley’s Vern Paxson Honored for Lifetime 
Contributions to Internet Measurement, 
Security
Vern Paxson, who holds joint appointments at 
UC Berkeley, the International Computer Science 
Institute and LBNL’s CRD, was named recipient of 
this year’s ACM SIGCOMM Award “for his seminal 
contributions to the fields of Internet measurement 
and Internet security, and for distinguished 
leadership and service to the Internet community.” 

Advanced Trading Magazine’s  
“Top 10 Innovators of the Decade” 
David Leinweber, cofounder of the Center for 
Innovative Financial Technology (CIFT) in CRD, was 
named by Advanced Trading magazine as one of its 
“Top 10 Innovators of the Decade” for his work in 
developing a service that allows trading strategies 
to react to news the instant it breaks, managing 
what the magazine describes as “a fire hose of 
aggregated updates.” 
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National Academy of Sciences
James W. Demmel, a professor at UC Berkeley, 
who has a joint appointment in LBNL’s CRD, was 
elected to the National Academy of Sciences 
(NAS). The software and standards Demmel 
developed over the last two decades enable users 
to transition their computer programs to new 
high performace computers without having to re-
implement the basic building blocks. The software 
is used by hundreds of sites worldwide, including 
all US DOE National Laboratories, NASA research 
laboratories, many universities, and companies in 
the aerospace, automotive, chemical, computer, 
environmental, medical, oil, and pharmaceutical 
industries. 

INCITS Merit Award
Bruce Bargmeyer, leader of the Advanced 
Computing for Science Department’s Metadata, 
Semantics, and Ecoinformatics Group, was 
recognized with the InterNational Committee 
for Information Technology Standards (INCITS) 
Merit Award for 2011. Bargmeyer was cited 
for “your more than 15 years of participation 
and contributions to INCITS/DM32.8 Technical 
Committee and ISO/IEC JTC 1/SC32. Your 
leadership and broad knowledge of important 
issues and dedicated efforts are what lead to the 
successful development and advancement of 
standards.” 

Sloan Research Fellows
Per-Olof Persson of CRD’s Mathematics Group 
and Koushik Sen of CRD’s Future Technologies 
Group, were awarded the prestigious Sloan 
Research Fellowship, given annually by the Alfred 
P. Sloan Foundation to scientists, mathematicians 
and economists who are at an early stage of their 
research careers. In 2010, Persson was only one 
of 38 researchers nationally who submitted a 
winning research proposal to the Air Force’s Young 
Investigator Research Program. Sen who is also an 
assistant professor in the Department of Electrical 
Engineering and Computer Sciences at UC 
Berkeley, received a National Science Foundation 
Career Award in 2008 and the C. L. and Jane 
W.-S. Liu Award in 2004 for exceptional research 
promise.

James Sethian Named James H. Simon 
Chair in Mathematics
James Sethian was named joint Hewlett-Packard 
and James H. Simon Chair in Mathematics at UC 
Berkeley, 2011.

ICIAM Lagrange Prize 
Alexandre Chorin won the 2011 Lagrange Prize 
from the International Council for Industrial and 
Applied Mathematics (ICIAM) for his ground 
breaking work in applied math. A member of 
the LBNL Mathematics Group and professor of 
Mathematics at UC Berkeley, Chorin was honored 
for “his fundamental and original contributions to 
applied mathematics, fluid mechanics, statistical 
mechanics, and turbulence modeling.” The 
Lagrange Prize provides international recognition 
to mathematicians who have made an exceptional 
contribution to applied mathematics throughout 
their career. 

ICIAM Pioneer Prize
James Sethian, leader of CRD’s Mathematics 
Group, won the 2011 Pioneer Prize from the 
International Council for Industrial and Applied 
Mathematics (ICIAM). Sethian, who is also a 
professor of mathematics at UC Berkeley, was 
honored “for his fundamental methods and 
algorithms that have had a large impact in imaging 
and shape recovery in medicine, geophysics 
and tomography, and drop dynamics in inkjets.” 
The Pioneer Prize recognizes pioneering work 
introducing applied mathematical methods and 
scientific computing techniques to an industrial 
problem area or a new scientific field. 

Technion’s Israel Pollak Prize
James Sethian, Group Lead for the Mathematics 
Group in LBNL’s CRD, was awarded the Israel 
Pollak Distinguished Lectures Series 2011. 
His lectures included topics on “Advances in 
Advancing Interfaces.”
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2010

American Physical Society Fellow
Niels Gronbech-Jensen, a faculty scientist in 
CRD’s Scientific Computing Group and a professor 
in the Applied Science Department at UC Davis, 
was named a fellow of the American Physical 
Society, nominated by the Computational Physics 
Division. He was cited “for his development and 
application of new computational algorithms and 
tools in Biological and Condensed Matter Physics, 
especially those involving massively parallel 
molecular dynamics, electrostatic interactions, ion 
implantation, and nonlinear physics.” 

ACM Distinguished Scientist
Kesheng John Wu of the Scientific Data 
Management Research Group was one of 41 
ACM (the Association for Computing Machinery) 
members named as 2010 Distinguished Scientists. 
The Distinguished Scientist award recognizes 
ACM members who have at least 15 years of 
professional experience and who have achieved 
significant accomplishments or have made a 
significant impact on the computing field.

IEEE Sidney Fernbach Award
James Demmel, a member of the Future 
Technologies Group and a professor of Computer 
Science and Mathematics at UC Berkeley was 
the recipient of the 2010 IEEE Sidney Fernbach 
Award, which recognizes outstanding contributions 
in the application of high performance computing 
using innovative approaches. Demmel was cited 
“for computational science leadership for creating 
adaptive, innovative high performance linear 
algebra software.” 

US Air Force Young Investigator  
Research Program
Per-Olof Persson of CRD’s Mathematics Group 
was one of 38 researchers who submitted winning 
research proposals through the Air Force’s Young 
Investigator Research Program (YIP). Persson, who 
is also an assistant professor in mathematics at 
UC Berkeley, will work on efficient and robust high-
order methods for fluid and solid mechanics.

NSF Faculty Early Career Development Award 
(CAREER)
Jon Wilkening of CRD’s Mathematics Group 
received a five-year NSF Faculty Early Career 
Development Award (CAREER) to conduct research 
in optimization and continuation methods in fluid 
mechanics. Wilkening is also an assistant professor 
in mathematics at UC Berkeley. 

Sir James Lighthill Distinguished Lectureship 
Award
The Sir James Lighthill Distinguished Lectureship 
Award, from the University of Florida, was given 
to the Mathematics Group’s Alexandre Chorin, to 
honor his work in mathematical sciences and to 
influence the future generation of mathematicians.

NASA Group Public Service  
Achievement Award
Julian Borrill, Christopher Cantalupo and Theodore 
Kisner of the Computational Cosmology Center 
(C3) were honored with a NASA Public Service 
Group Award for developing the supercomputing 
infrastructure for the US Planck Team’s data and 
analysis operations at DOE’s National Energy 
Research Scientific Computing Center (NERSC). 

SIAM Junior Scientist Prize
Kamesh Madduri, an Alvarez Fellow working in the 
Scientific Data Management Research Group, was 
selected as the first winner of the Junior Scientist 
Prize established by the SIAM Activity Group on 
Supercomputing (SIAG/SC). 

Australia-America Fellowship
Robert Saye, member of the Mathematics Group 
and post-graduate student of applied mathematics 
at UC Berkeley, was a recipient of the Australia-
America Fellowship. His research focuses on 
developing novel mathematical and computational 
algorithms for the study of inter-connected 
interfaces. 

http://www.wpafb.af.mil/news/story.asp?id=123173414
http://www.wpafb.af.mil/news/story.asp?id=123173414
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DOE Computational Science Graduate 
Fellowship 2010 
Jeff Donatelli was a recipient of DOE’s 
Computational Science Graduate Fellowship to 
pursue his research in computational algorithms 
for imaging technology.

2009

Presidential Early Career Award  
for Scientists and Engineers (PECASE)
Cecilia Aragon, a staff scientist in CRD, was 
honored with a 2009 Presidential Early Career 
Award for Scientists and Engineers (PECASE), the 
US government’s most prestigious award for early-
career scientists. 

AAAS Fellow
Juan C. Meza, Head of the High Performance 
Computing Research Department in the CRD, 
was elected a Fellow of the American Association 
for the Advancement of Science “for exemplary 
service to the federal energy laboratories and 
professional societies in enhancing research and 
research participation.” 

SIAM Fellows
John Bell, Alexandre Chorin, Phillip Colella, 
James Demmel and James Sethian of CRD were 
among the first group of Fellows announced May 
1, 2009 by the Society for Industrial and Applied 
Mathematics (SIAM). The Fellows program was 
announced by SIAM in 2008 in part “to honor 
SIAM members who are recognized by their  
peers as distinguished for their contributions to 
the discipline.” 

ACM Gordon Bell Prize
A team of researchers from the IBM Almaden 
Research Center and Horst Simon of LBNL won 
the prestigious 2009 ACM Gordon Bell Prize in 
the special category for their development of 
innovative techniques that produce new levels of 
performance on a real application. 

Hispanic Business Magazine’s  
2009 Women of Vision
Cecilia Aragon, a staff scientist in CRD, was 
honored by Hispanic Business magazine as one of 
25 Women of Vision in 2009. Aragon is a founding 
member of Latinas in Computing and active in 
diversity and outreach programs at  
the Lab. 

Hispanic Business Magazine’s  
“100 Influentials”
Juan Meza, head of the High Performance 
Computing Research Department in LBNL’s CRD, 
was named to Hispanic Business magazine’s 
annual list of 100 influential Hispanics. 

NSF Graduate Fellowship Recipient
Ben Preskill of the Mathematics Group 
received an NSF Graduate Fellowship in applied 
mathematics. 

Honorary Fellow for the International 
Congress on Fracture
G.I. Barenblatt of the Mathematics Group and of 
the UC Berkeley Mathematics Department is now 
an Honorary Fellow of the International Congress 
on Fracture, which is concerned with the structural 
properties of materials and with advancing 
research for the development of  
new materials.
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Invited Speaker 
Ann Almgren, “Low Mach Number Models in 
Computational Astrophysics,” SC12 Conference on 
High Performance Computing, Networking, Storage 
and Analysis, Salt Lake City, Utah, November 2012. 

Keynote Speaker 
Kathy Yelick, “Magellan: A Study in Cloud 
Computing for Science,” 24th Systems and 
Software Technology Conference, Salt Lake City, 
Utah, April 2012. 

Invited Speaker 
Kathy Yelick, “More and Moore: Growing 
Computing Performance for Scientific Discovery,” 
Symposium on 20th anniversary of the Federal 
Networking and Information Technology Research 
and Development (NITRD) Program, Washington, 
D.C., February 2012.

Best Paper in History of HPDC Conference 
John Shalf (with Gabrielle Allen, Werner Benger, 
Tom Goodale, Hans-Christian Hege, Gerd 
Lanfermann, André Merzky, Thomas Radke and 
Edward Seidel), “The Cactus Code: A Problem 
Solving Environment for the Grid,” selected as one 
of the top papers in the 20 years of publications 
from HPDC, the International ACM Symposium 
on High-Performance Parallel and Distributed 
Computing. 

Plenary Invited Speaker 
Maciej Haranczyk, “In Silico Design of Carbon 
Capture Materials,” Commonwealth Scientific and 
Industrial Research Organization (CSIRO) Intelligent 
Processing Symposium and Workshop (CIPS 2012), 
Melbourne, Australia, May 2012. 

CONFERENCE HONORS AND RECOGNITION
Invited Plenary Addresses

James Sethian, “The Voronoi Implicit Interface 
Method”, the Fourteenth International Conference 
on Hyperbolic Problems: Theory, Numerics, 
Applications, HYP2012.

Best Paper Award 

P. Navratil, D. Fussell, C. Lin, and H. Childs, 
“Dynamic Scheduling for Large-Scale Distributed-
Memory Ray Tracing,” in Proceedings of 
EuroGraphics Symposium, on Parallel Graphics and 
Visualization, pages 6-70, May 2012.

Best Poster Award
Chris Rycroft, Robert Saye, Daniela Ushizima, 
James Sethian, “Mechanical simulation of cell 
and microenvironment interactions,” Bay Area’s 
Physical Sciences-Oncology Center Annual Meeting, 
2012. 

Invited Speaker
Gunther Weber, “Parallel Extraction of Crack-free 
Isosurfaces from Adaptive Mesh Refinement Data,” 
ASTRONUM 2012: the 7th International Conference 
on Numerical Modeling of Space Plasma Flows, Big 
Island, HI, USA., June 2012.

2011 

Best Paper Award 
Devarshi Ghoshal, Indiana University; and Shane 
Canon and Lavanya Ramakrishnan, LBNL/
NERSC, “I/O Performance of Virtualized Cloud 
Environments,” The Second International Workshop 
on Data Intensive Computing in the Clouds 
(DataCloud-SC11), Seattle, November 2011. 

http://sstc-online.org/
http://sstc-online.org/
https://wiki.csiro.au/login.action%3bjsessionid=AB539EDF5005BE10BB1D82E7671F9C51?os_destination=%2Fdisplay%2FCIPS2012%2FHome
https://wiki.csiro.au/login.action%3bjsessionid=AB539EDF5005BE10BB1D82E7671F9C51?os_destination=%2Fdisplay%2FCIPS2012%2FHome
https://wiki.csiro.au/login.action%3bjsessionid=AB539EDF5005BE10BB1D82E7671F9C51?os_destination=%2Fdisplay%2FCIPS2012%2FHome


Computational Research Division  2009-2012       23

Awards

Best Paper Award 
Khaled Ibrahim, Steven Hofmeyr and Costin 
Iancu, “Characterizing the Performance of 
Parallel Applications on Multi-Socket Virtual 
Machines,” CCGRID’11, the IEEE/ACM International 
Symposium on Cluster, Cloud, and Grid Computing 
2011.

Best Poster Award
Chris Rycroft, Robert Saye, Kandice Tanner, 
Mina Bissell, Daniela Ushizima, James Sethian, 
“A Mechanics-Based Physical Computational 
Framework for Cell Modeling: Epithelial Cell 
Differentiation,” Bay Area’s Physical Sciences-
Oncology Center Annual Meeting, 2011. 

Invited Speaker
Gunther Weber, “Parallel Extraction of Crack-
free Isosurfaces from Adaptive Mesh Refinement 
Data,” Dagstuhl Scientific Visualization Seminar, 
Schloss Dagstuhl (Leibniz-Zentrum fuer Informatik),  
Wadern, Germany, June 2011.

SciDAC People’s Choice Award
E. Cormier-Michel, D. L. Bruhwiler, M. Durant, D. 
Kindig, C. G. R. Geddes, M. Chen, O. Rübel, V. H. 
Ranjbar, B. Cowan, and J. R. Cary, won an award 
for “Colliding Laser Pulses Launch an Electron 
Beam into a Plasma Accelerator” at SciDAC’s 
Visualization Night. 

2010

Best Paper Award
Keith R. Jackson, Lavanya Ramakrishnan, Krishna 
Muriki, Shane Canon, Shreyas Cholia, John Shalf, 
Harvey J. Wasserman, and Nicholas J. Wright, 
“Performance Analysis of High Performance 
Computing Applications on the Amazon Web 
Services Cloud,” IEEE International Conference 
on Cloud Computing Technology and Science 
(CloudCom 2010), Bloomington, Ind., Nov. 30-
Dec.1, 2010.

Invited Speaker (Masterworks Series)
Phil Colella, “High-End Computing and Climate 
Modeling: Future Trends and Prospects,” SC 10, 
the ACM-IEEE conference on high performance 
computing, networking, storage and analysis, New 
Orleans, La., November 2010.

Keynote Speaker
Katherine Yelick, “Science in the Clouds: The 
View from Berkeley,” ISC Cloud ‘10 conference, 
Frankfurt, Germany, October 2010.

Keynote Speaker
Katherine Yelick, “Paving the Road to Exascale 
Computing,” 39th International Conference on 
Parallel Processing (ICPP 2010), San Diego, Calif., 
September 2010.

Best Paper Award
Keith Jackson, Lavanya Ramakrishnan, Karl Runge 
(Physics) and Rollin Thomas, “Seeking Supernovae 
in the Clouds: A Performance Study,” ScienceCloud 
2010, the 1st Workshop on Scientific Cloud 
Computing, Chicago, Ill., June 2010. 

Best Paper Award
Mark Howison, E. Wes Bethel and Hank Childs, 
“MPI-hybrid Parallelism for Volume Rendering 
on Large, Multi-core Systems,” Eurographics 
Symposium on Parallel Graphics and Visualization 
(EGPGV’10), Norrköping, Sweden, May 2010.

Invited Speaker
Gunther Weber, “Topology-based Feature 
Definition and Analysis,” ASTRONUM 2010: the 5th 
International Conference on Numerical Modeling 
of Space Plasma Flows, San Diego, California, June 
2010.

Invited Speaker
James A. Sethian, “Advances in Advancing 
Interfaces,” Richard von Mises Lecture, 200th 
Anniversary Celebration of Humboldt University, 
Berlin, 2010.
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Awards

Best Paper Award 
Mark Howison, E. Wes Bethel, and Hank Childs, 
“MPI-hybrid Parallelism for Volume Rendering 
on Large, Multi-core Systems,” in Eurographics 
Symposium on Parallel Graphics and Visualization 
(EGPGV), Norrköping, Sweden, May 2010. LBNL-
3297E.

SciDAC People’s Choice Award 2010
Prabhat of the Visualization Group was winner of a 
People’s Choice Award at the SciDAC Visualization 
Night, 2010.

SciDAC People’s Choice Award 2010
The Visualization Group’s Hank Childs, with other 
members of the group, won a People’s Choice 
Award at the SciDAC Visualization Night for the 
visualization of “Type Ia Supernova: Turbulent 
Combustion on the Grandest Scale.”

2009

SciDAC People’s Choice Award 2009
The Visualization Group’s Hank Childs, with other 
members of the group, won a People’s Choice 
Award at the SciDAC Visualization Night for the 
visualization of “Simulation of the Turbulent Flow of 
Coolant in an Advanced Recycling Nuclear Reactor.”

Best Paper Award 
Shoaib Kamil, Cy Chan, Samuel Williams, Lenny 
Oliker, John Shalf, Mark Howison, E. Wes Bethel, 
Prabhat, “A Generalized Framework for Auto-
tuning Stencil Computations,” Cray User Group 
Conference, Atlanta, GA, May 2009.

Keynote Speaker 
Leonid Oliker, “Green Flash: Designing an Energy 
Efficient Climate Supercomputer” IEEE International 
Parallel and Distributed Processing Symposium 
(IPDPS’09), Rome, Italy, May 2009.

Most Entertaining Talk
David Bailey and Jonathan Borwein, “High-
precision, high-performance numerical integration,” 
3rd Workshop on High-Dimensional Approximation, 
Sydney, Australia, February 2009.

Invited Speaker
Gunther Weber, “The Contour Spectrum Revisited,” 
Dagstuhl Scientific Visualization Seminar, Schloss 
Dagstuhl (Leibniz-Zentrum fuer Informatik), 
Wadern, Germany, June 2009.

Invited Speaker
Gunther Weber, “Recent Advances in VisIt: 
Streamlines and Query-Driven Visualization,” 
ASTRONUM 2009: the 4th International Conference 
on Numerical Modeling of Space Plasma Flows, 
Chamonix, France, June/July 2009.
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ADVANCED COMPUTING FOR SCIENCE DEPARTMENT
The Advanced Computing for Science (ACS) Department delivers innovative end-to-end 
computational and data analysis capabilities. ACS researchers are involved in basic research and 
applied research in three primary mission areas:

»»  Large and complex datasets: from basic science through application,

»» Ground-breaking research in enabling data understanding,

»» Custom interfaces enabling science.

ACS is broken up into three groups that work collaboratively, including: the CyberInfrastructure 
Development Group, the Sciences Software Group, and the Data Intensive Systems Group.

OVERVIEW OF HIGHLIGHTED PROJECTS

The Advanced Computing for Sciences Department works collaboratively with many groups 
and researchers both inside and outside of LBNL, and with DOE’s supercomputing facility, the 
National Energy Research Scientific Computing Center (NERSC). Some of their collaborative 
work within CRD includes Advanced Simulation Capabilities for Environmental Management 
(ASCEM) with the Scientific Data Management Group, and the Materials Project with the Scientific 
Computing Group. They also participate in collaborative projects outside of CRD, like the DOE-
funded Carbon Capture Simulation Initiative.  
 
The highlighted projects for the ACS include: their development of an end-to-end solution for 
light source analysis, focusing on ALS users; Daya Bay offline computing; ATLAS core software; 
the Carbon Capture Simulation Initiative Toolkit; software technology in the service of science, 
and eco-science data management. For more collaborative work done by ACS, see the Materials 
Discovery project and the Advanced Simulation Capabilities for Environmental Management 
(ASCEM) project under “Collaborative Projects.”
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DEB AGARWAL is the ACS 
Department Head and 
the CyberInfrastructure 
Development Group Lead. 
Agarwal’s research focuses 
on scientific tools that enable 
the sharing of scientific 
experiments, advanced 
networking infrastructure 

to support sharing of scientific data, scientific 
computation frameworks, data analysis support 
infrastructure for eco-science, and cybersecurity 
infrastructure to secure collaborative environments. 
Some of the projects Agarwal is working on include: 
AmeriFlux data processing and management, 
advanced computational subsurface modeling 
data management, and infrastructure for carbon 
capture simulations. As a member of the Berkeley 
Water Center collaboration between UC Berkeley 
and LBNL, Agarwal also leads a team that develops 
data server infrastructure to significantly enhance 
data browsing and analysis capabilities, and 
enables eco-science synthesis at the watershed-
scale to understand hydrologic and conservation 
questions and at the global-scale to understand 
carbon flux. Agarwal received her Ph.D. in electrical 
and computer engineering from UC Santa Barbara 
and a B.S. in mechanical engineering from Purdue 
University.

KEITH BEATTIE is a software 
engineering expert and data 
frameworks developer in the 
CyberInfrastructure Group. 
His interests are in distributed 
systems and effective software 
development practices and 
tools, specifically as applied in 
an interdisciplinary and multi-

institutional scientific setting. Before beginning at 
LBNL two years ago, Beattie worked as a software 
engineer and release manager for a “dot-com.” 
He currently co-leads the Software Development 
Support task element of the Carbon Capture 
Simulation Initiative (CCSI), and also deploys a 
1 PB XRootD cluster on the Parallel Distributed 
Systems Facility (PDSF) at NERSC for the solenoidal 
tracker at Relativistic Heavy Ion Collider (STAR) 
experiment. Beattie was also a core member of 

the data acquisition development team for the 
IceCube neutrino detector installed at the South 
Pole and a co-lead developer on the NetLogger 
distributed systems monitoring pipeline. Beattie 
received an M.S. in computer science and a B.A. in 
mathematics from San Francisco State University.

VAL HENDRIX is a computational 
frameworks developer in 
the CyberInfrastructure 
Development Group. Hendrix 
has been working on a toroidal 
LHC apparatus (ATLAS) 
experiment for the last year. She 
focuses on the deployment and 
configuration of ATLAS Tier-3 

data analysis clusters (DAC) both on dedicated 
hardware and in the cloud. Out of the cloud, this 
work is an effort to reduce the maintenance burden 
of the scientist-turned system administrator by 
automating DAC configurations using the Puppet 
configuration management engine. In the cloud, 
Hendrix is working on an elastic DAC management 
solution that will allow a physicist to deploy a 
cluster in the cloud in minutes. Hendrix also has 
more than ten years of development experience 
with an interest in solving complex and large-scale 
computing problems.

KEITH R. JACKSON is a 
computer scientist in 
the CyberInfrastructure 
Development Group. His 
research focuses on developing 
tools and techniques to 
support distributed, large-scale, 
collaborative science. He is 
an expert in applying cloud 

computing to science. As a member of the Berkeley 
Water Center, he is developing tools to manage 
and transform satellite-based remote sensing data 
for eco-science. Some of his previous research 
includes the development of Python interfaces to 
the Globus Toolkit, distributed systems security, 
and work on scientific collaboration tools.

CYBERINFRASTRUCTURE GROUP RESEARCH STAFF

Advanced Computing for Sciences Department 
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CRAIG LERES is a hardware, 
operating systems and 
networking expert. He is 
particularly familiar with 
FreeBSD internals including 
writing, modifying, and 
debugging device drivers. He 
is responsible for a number 
of critical systems at LBNL 

including DHCP, DNS and NTP. He is also a member 
of LBNL’s Computer Protection Program and 
LBLnet, the network group.

SARAH POON is a user 
interface designer, web 
application developer, 
and Human Computer 
Interface (HCI) researcher 
in the CyberInfrastructure 
Development Group. As a 
practitioner, her focus is based 
on designing and developing 

web applications that take advantage of new 
technologies and practices of web interaction. 
Her research focus is in computer-supported 
cooperative work (CSCW). In particular, Poon is 
interested in understanding the challenges and 
the motivations for collaboration in distributed 
scientific teams and how technology can mediate 
collaboration. 

CHUCK MCPARLAND is a 
computer scientist in the 
Advanced Computing for 
Science Department. He is 
responsible for the design 
and implementation of data 
acquisition systems for 
numerous accelerator-based 
HEP experiments at LBNL, 

CERN and the Relativistic Heavy Ion Collider 
(RHIC). Recently, he headed the data acquisition 
design team for the IceCube neutrino telescope 
laboratory at the South Pole Station, Antarctica. 
His contribution to the HEP field continues with 
his participation in the Particle Data Handbook 
upgrade project. He is also working with LBNL’s 
Demand Response Research Center to standardize 
(as part of DOE’s Smart Grid Initiative) the 
OpenADR utility protocol and to promote its use 
within California’s power utility infrastructure. 
Lastly, he contributes to an LBNL-funded effort to 

define an energy efficient architecture suitable for 
a “purpose built” climate modeling supercomputer, 
called the “Green Flash” project.

DAVID ROBERTSON is a software 
engineer working on the ESnet 
OSCARS circuit reservation 
project. His primary interest is 
in web service development, 
including user interfaces. 
He has worked both at the 
Lawrence Livermore National 
Lab and in business positions. 

He received his M.S. in computer science from San 
Francisco State University in 1988.

CECILIA R. ARAGON has authored 
and co-authored over 30 
peer reviewed publications 
in the areas of computer-
supported cooperative work, 
human computer interaction, 
visualization, visual analytics, 
image processing, and 
machine learning. Aragon has 

an interdisciplinary background, including over 
15 years of software development experience in 
industry and NASA, and a three year stint as the 
founder and CEO of a small company. She earned 
her Ph.D. in computer science from UC Berkeley 
in 2004, and she earned her B.S. in mathematics 
from the California Institute of Technology. She has 
received many awards for her research, including a 
Presidential Early Career Award for Scientists and 
Engineers (PECASE). She was also named one of 
the Top 25 Women of 2009 by Hispanic Business 
Magazine.

CRISTINE MORIN is a senior 
researcher in distributed 
computing. Morin is principal 
investigator for the EU Contrails 
cloud computing project 
and has been visiting and 
collaborating with ACS for the 
past year on sabbatical. Morin 
is the leader of the Myriads 

team at INRIA, Rennes. She is also an expert in 
cloud computing and other distributed computing 
topics.

Advanced Computing for Sciences Department
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ARTHUR WEIDMER is a graduate 
student at UC Berkeley. He 
is working on his Ph.D. with 
a focus on subsurface waste 
remediation. He is providing 
data expertise to the Advanced 
Simulation Capability for 
Environmental Management 
(ASCEM).

Advanced Computing for Sciences Department

CATHARINE VAN INGEN is an expert 
in data management and 
synthesis for eco-informatics. 
She has been a leader in the 
development of the FLUXNET 
Carbon Flux, the International 
Soil Carbon Network, and the 
California Watersheds data 
server architecture and  
data processing. 

JOHN SHINN is an experienced senior engineer 
from the industrial energy sector serving as the 
Carbon Capture Simulation Initiative (CCSI) Industry 
Advisory Board (IAB) leader. Shinn organizes 
IAB meetings and provides guidance to the CCSI 
project team. Shinn recently retired from Chevron 
Corporation. He is also active in Engineers Without 
Borders and is a consultant for the World Bank.

SCIENCE SOFTWARE SYSTEMS GROUP RESEARCH STAFF

CRAIG E. TULL is the Group 
Lead of the Science Software 
Systems Group. He has been 
developing scientific software 
and managing software projects 
for over 25 years. His interests 
are in component frameworks, 
generative programming, and 
using scripting languages to 

enhance the power and flexibility of scientific data 
exploration. Tull has worked on science frameworks 
in several experiments, including framework 
architect in the STAR Experiment, and as leader of 
the LBNL framework effort in ATLAS. He has worked 
on the PPDG (Particle Physics Data Grid) and the 
GUPFS (Global Unified Parallel File System) projects 
that aim to deliver innovative solutions to data-
intensive computing in a distributed environment. 
He recently ended a three-year assignment in 
DOE headquarters as program manager for 
Computational High Energy Physics including HEP’s 
SciDAC portfolio, and is currently the US manager 
of Software and Computing for the Daya Bay 
Neutrino Experiment in China. He has a Ph.D. in 
physics from UC Davis.

PAOLO CALAFIURA is an expert 
software engineering team lead 
and software developer. He 
works as a developer of large, 
high energy and nuclear physics 
(HENP) applications. Currently, 
he is chief software architect 
of the ATLAS Experiment at 
CERN. Calafiura coordinates the 

work of a “core software” team of physicists and 
engineers who have developed the libraries and 
tools that ATLAS physicists use to develop and run 
their physics applications, from trigger selection 
to event reconstruction, simulation, and analysis. 
The main components of the core software are the 
Athena framework and the data model foundation 
classes. Calafiura was invited to give a Plenary 
Session talk at the International Conference on 
Computing High Energy and Nuclear Physics 2009. 
Until 2003, Calafiura was a collaborator of CDF 
where he worked on code generation and handling, 
and on the event data model. Before moving to 
LBNL in 1998, he was a postdoc at CERN and at 
the Scuola Normale Superiore in Pisa where he 
also graduated in physics.
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GARY KUSHNER is a computational 
pipeline and database expert. He is 
currently leading the development 
of the Advanced Light Source User 
Portal. He previously worked with 
the Joint Dark Energy Mission 
(JDEM) and Sloan Digital Sky Survey-
III’s (SDDS3) Baryon Oscillation 

Spectroscopic Survey (BOSS) astrophysics 
programs. On JDEM, Kushner was involved with 
the simulation, ground data systems and data 
reduction efforts. With BOSS, he was involved with 
the spectrographic analysis pipeline. In industry 
and academia, Kushner has been involved in many 
projects in the areas of physics, bioinformatics, 
databases, and wireless and hardware drivers. 
At various times, he has led both small and 
large engineering groups. Some of his industrial 
highlights include being a Senior System Architect 
at Oracle and Vice President of Engineering, CTO 
and acting CEO at Neomar. He has a B.A. in physics 
from UC Berkeley, and his current interests are in 
the areas of data reduction, databases and full-life 
cycle software development.

WIM LAVRIJSEN is a high-
performance python 
development expert currently 
involved in the ATLAS 
experiment at CERN. He is 
the author of the PyROOT 
dynamic python bindings for 
the ROOT analysis software 
package, and he has developed 

several nimble performance monitoring tools 
that work under the heavy constraints of the 
ATLAS offline software. Lavrijsen’s interests are 
in python parallelization for multi-core machines, 
optimization, and compilation.

IGOR GAPONENKO is an affiliate 
scientist in the Software 
Systems Group. His emphasis 
is in software and database 
solutions for large experiment 
data analysis systems.

CHARLES LEGGETT is a software 
framework developer with a 
background in physics. He is 
currently involved in developing 
the core software for the 
ATLAS analysis framework. 
Leggett is the Gaudi ATLAS 
coordinator managing, 
building and maintaining the 

Gaudi framework for ATLAS. He is also interested 
in studying the performance of the GNU C++ 
compiler, and he maintains a site tracking the 
results. Leggett received his Ph.D. in high energy 
physics from the University of Michigan, Ann Arbor 
in 1998, where he studied beta decays on the L3 
experiment at CERN.

SIMON PATTON is a leader in the 
development of data transfer 
software and large-scale 
software frameworks. He is 
currently in charge of the core 
software infrastructure for 
the joint US and China Daya 
Bay Experiment. Over the last 
20 years, he has had similar 

positions in the high energy physics and nuclear 
physics fields, ranging from database architect 
for Babar’s object oriented database, to software 
coordinator for the CLEO experiment. Before joining 
the Daya Bay Experiment, Patton was the software 
architect for the IceCube Experiment based at the 
South Pole.

ROBERTO AGOSTINO VITILLO is a 
computational performance 
expert in the Software Systems 
Group. His research emphases 
are science cyberinfrastructure, 
performance monitoring and 
debugging tools.
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DAN GUNTER is the Group Lead 
for the Data Intensive Systems 
Group. His research focus is 
on middleware, which is at the 
intersection of applications, 
databases, networks, and 
operating systems for 
distributed and collaborative 

computing. Thus, his research includes distributed 
workflows, network performance, visual analysis 
techniques, API and interface design, and complex 
data integration. He maintains the NetLogger 
application monitoring software. Gunter is currently 
a principal investigator on the Tigres workflow 
collaboratories project, the Materials Project 
Center for Functional Electronic Materials, and the 
Systems Biology Knowledgebase projects. Gunter 
received an M.S. in computer science from San 
Francisco State University.

JOSH BOVERHOF is a software 
frameworks developer with 
emphases on the development 
of science gateways, Python-
based cyberinfrastructure, and 
science cyberinfrastructure. 
He received a B.S. in computer 
science from San Francisco 

State University. Boverhof has worked extensively 
on grid and web technologies. Currently, he leads 
the development of the Carbon Capture Simulation 
Initiative (CCSI) Turbine Science Gateway, which 
manages the execution of multiple simulations 
running on the cloud, Amazon EC2.

ABDELILAH ESSIARI is a software 
developer with an emphasis 
on science cyberinfrastructure 
development, workflow tools, 
and extensive expertise in 
the development of network 
security protocols. He received 
his M.S. in computer science 

from San Francisco State University. Essiari has 
previously committed to the Knowledge Discovery 
and Dissemination (KDD) BLACKBOOK project for 
semantic data-mining. He is currently performing 
software engineering and release engineering for 
the Carbon Capture Simulation Initiative (CCSI) 

Advanced Computing for Sciences Department

DATA INTENSIVE SYSTEMS GROUP RESEARCH STAFF

Integration framework software and is working 
on the Advanced Light Source data analysis 
framework.

MONTE GOODE is a software 
engineer and database 
expert currently working on 
cyberinfrastructure for the 
sciences. Most recently, he 
has been focusing on data 
integration, storage and 

analysis for network monitoring and workflow 
systems, with a focus on current non-relational 
database tools. Previously, he participated in a 
collaboration with the Berkeley Water Center at 
UC Berkeley with an emphasis on environmental 
informatics and helped to build the Fluxdata.
org International Soil Carbon Network datastore. 
Previous projects include contributions to the 
National Fusion Grid and the MyProxy Credential 
Management Service. He received an MLIS in 
library and information science from the University 
of Texas at Austin in 1996. Goode’s fifteen plus 
year career includes work in both academic and 
commercial environments.

LAVANYA RAMAKRISHNAN is 
an expert in workflow tools. 
Her research interests 
include software tools for 
computational and data 
intensive science. Currently, 
she is actively engaged 
in projects that explore 
programming templates for 

data analysis workflow composition and data 
management techniques for elastic transient 
environments. She is also involved in projects 
evaluating cloud and big data technologies, such 
as Hadoop and NoSQL databases for scientific 
applications and performance, and energy 
and fault-tolerance trade-offs in infrastructure 
strategies. Ramakrishnan has worked with 
scientists from multiple domains including 
bioinformatics, biomedical science, storm-surge 
modeling, weather modeling, high energy physics 
and light source facilities. She previously worked 
as a research staff member at Renaissance 
Computing Institute and MCNC in North Carolina. 
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She has her master’s and doctoral degrees 
from Indiana University and a bachelor’s degree 
in computer engineering from VJTI, University 
of Mumbai. She joined LBNL as an Alvarez 
Postdoctoral Fellow in 2009.

TAGHRID SAMAK has an emphasis 
on “data science” at the 
intersection of statistical 
algorithms and computing, 
in the context of important 
scientific problems. She 
has developed workflow 
failure prediction algorithms, 
fingerprinting HPC codes, and 

two projects with the LBNL Joint Genome Institute: 
predicting protein function and genome assembly 
errors. Samak is investigating the applicability 
of machine learning algorithms in multiple 
science domains. She joined LBNL as a postdoc 
researcher in 2010. Her Ph.D. work was developing 
novel algorithms for distributed network policy 
configurations.

VERN PAXSON is a recognized 
leader in network intrusion 
detection. He is an associate 
professor on the faculty of 
the Electrical Engineering and 
Computer Sciences Department 
at UC Berkeley. He holds joint 
appointments at LBNL, where 
he has been a staff member 

since 1985, and a senior scientist since 1999 at 
the International Computer Science Institute in 
Berkeley. Paxson’s research focuses on internet 
attacks and defenses, and network and defenses, 
which pursues a variety of research efforts in 
detecting and blocking network-borne attacks. He 
co-founded and served on the steering committees 
of the ACM Internet Measurement Conference, 

the ACM Workshop in Rapid Malcode, and the 
USENIX Workshop on Large-Scale Exploits and 
Emergent Threats. He has served as program chair 
or co-chair of ACM SIGCOMM, USENIX Security, 
IEEE Symposium on Security and Privacy, and ACM 
HotNets, and as an area director of the Internet 
Engineering Task Force. He is an ACM fellow and 
recipient of the 2008 ACM Grace Murray Hopper 
Award for his work on internet measurement. 
He has twice been a co-recipient of the IEEE 
Communications Society William R. Bennett 
Prize Paper award, and of the USENIX Lifetime 
Achievement award.

ROBIN SOMMER is an expert in network security 
monitoring. He is a staff researcher at the 
International Computer Science Institute in 
Berkeley, and he is also a member of ACS. His 
research focuses on network security monitoring 
in operational high performance settings, and he 
is one of the core developers of the open source 
Bro network intrusion detection system. Sommer 
received a Ph.D. from the Technical University of 
Munich in Germany, and postdoc fellowships from 
the German Academic Exchange Service, as well 
as from the Department of Homeland Security-
funded Institute for Infrastructure Protection. 
He has participated in program committees for 
conferences and workshops, and he chaired the 
2007 “Conference on the Detection of Intrusions  
& Malware, and Vulnerability Assessment.”

CHRISTIAN KREIBICH received his 
diploma in computer science 
in 2002 from Technische 
Universitat Munchen, Germany, 
and he completed the Ph.D. 
program at the University 
of Cambridge Computer 
Laboratory. He began working 

for the Institute for Communication and Information 
Research (ICIR) in 2006, and is currently a staff 
research scientist at LBNL. His research focuses on 
topics in network architecture, distributed systems, 
and network security.
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FRANK OLKEN is a researcher 
in databases and metadata 
registries. Prior to his recent 
retirement he served as a 
program director at National 
Science Foundation in the CISE 
Directorate. He was involved 
in standards development for 
the ISO/IEC 11179 metadata 

registry standard and development of the XMDR 
prototype metadata registry. His other standards 
work included the W3C RDF language standard and 
the W3C XML Schema Language standard. He has 
also worked on random sampling from databases. 
Olken received his Ph.D. from UC Berkeley in 
computer science.

JOHN L. MCCARTHY graduated 
from Stanford University 
in 1964 and received his 
Ph.D. in history from Yale 
University in 1970, where 
he taught American history 
and quantitative methods 
for historical research for six 
years. In 1974, he moved to 

the Survey Research Center (SRC) at UC Berkeley, 
where he directed data analysis and educational 
services and helped develop UNIX-based tools for 
computer-assisted survey research, as well as a 
public opinion survey information retrieval system 
for the Congressional Research Service. Since 
retirement, McCarthy has also been working on 
voting integrity and election auditing issues as a 
volunteer with the Verified Voting Foundation and 
VerifiedVoting.org. McCarthy’s major interests have 
included information systems design, metadata 
management, user interfaces, and collaborative 
software. 

Advanced Computing for Sciences Department
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TOWARDS AN END-TO-END SOLUTION FOR LIGHT SOURCE DATA

Research Highlights

home institution, or run full analysis on NERSC 
resources afterwards. ACS will have identified what 
is needed to enable other ALS beamline analysis 
environments; making the prototype production-
ready. Extending this effort to other ALS beamlines 
and to NGLS-scale analyses will require long-term 
funding from BES and ASCR DOE offices for the 
core components of the system.

Recent improvements in detector resolution and 
speed, and in source luminosity are yielding 
unprecedented data rates at the Basic Energy 
Sciences’ (BES) national light source and neutron 
source facilities. In the past 2 years, Advanced 
Light Source (ALS) scientists have seen their 
data volumes grow from 65TB/year to 312TB/
year, and in another 2 years the ALS will be 
generating 1.9PB/year. These data rates exceed 
the capabilities of data analysis approaches and 
computing resources utilized in the past, and will 
continue to outpace Moore’s law scaling for the 
foreseeable future. The growing consensus within 
light source scientific communities is that scientific 
insight and discovery at BES facilities are now 
being limited by computational and computing 
capabilities much more than by detector or 
accelerator technology.

Figure 1: Advanced Light Source pipeline.

ACS researchers and their collaborators have 
proposed a systematic investigation and design 
of the light source analysis environment that can 
provide an end-to-end solution for data access, 
management, and analysis. This proposal will 
seamlessly be integrated with simulation codes 
and it will present easy-to-use web interfaces with 
single sign-ons tied to ALS users’ unique identity. 
The result of the Laboratory Directed Research and 
Development (LDRD) will be a functional prototype 
end-to-end solution for current ALS data, and it 
will be designed to scale to the next-generation 
light source (NGLS) data rates. This prototype will 
enable research and development in the critical 
areas of data intensive computing that need to be 
addressed to enable large-scale photon science 
at the ALS, other BES national facilities, and 
eventually the NGLS. 
 
ACS is also developing software to help scientists 
optimize their light source data. Many types of data 
cannot be directly “inverted” to yield information 
about the atomic arrangements or electronic 
states of the sample. Instead, users have had to 
use crude “physics-free” methods based on the 
experimental spectra of standards, or they have 
had to collaborate with theorists who perform 
custom simulations, which are matched to data. 
To optimize their beam time and to maximize their 
science output, these users need on-demand, near-
real-time simulations, currently only available to a 
few. ACS personnel strive to deliver this service to 
all ALS users.

Scientific Impact 
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At the end of this LDRD, ACS and their collaborators 
will, through the prototype, have significantly 
improved the data analysis environment for the 
involved ALS beamlines. Photon scientists at these 
beamlines will be able to see, in near-real-time, 
the results of analysis on NERSC resources while 
running their experiments. The same users will be 
able to browse and download select data to their 
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The Daya Bay Reactor Neutrino Experiment, a 
multi-national collaboration operating in the south 
of China, reported in March 2012 the first results of 
its search for the last, most elusive piece of a long-
standing puzzle: how is it that neutrinos can appear 
to vanish as they travel? The answer requires a 
new understanding of fundamental physics and it 
may eventually solve the riddle of why the Universe 
contains more matter than antimatter.

For the first time, the neutrino experiment’s 
copious data revealed a strong signal that the 
scientists were searching for, a so-called mixing 
angle, θ13 (pronounced theta one three), which 
the researchers measured with unmatched 
precision. θ13, the last mixing angle to be precisely 
measured, expresses how electron neutrinos and 
their antineutrino counterparts mix and change 
into other flavors. The Daya Bay collaboration’s 
first results indicate that sin2(2θ13) is equal to 
0.092±0.017.

DAYA BAY OFFLINE COMPUTING

Research Highlights
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As US level 2 manager in charge of Daya Bay Offline 
Software and Computing, Craig Tull is responsible 
for the hardware, software, analysis, and 
simulation required to manage, archive, process, 
and analyze all Daya Bay data. Over the course of 
the experiment, Tull and his team have developed 
and refined simulation, data management, and 
analysis software to handle hundreds of terabytes 
of data in near-real-time. Their resultant software 
ecosystem includes:

»» NuWa, which is a Gaudi-based simulation, 
processing, and analysis software framework 
used for all simulation and production 
processing for the experiment. NuWa extends 
the typical collider model for data analysis to 
accommodate the “window-based” analysis 
required by Daya Bay’s detector system. NuWa 
uses ROOT for many analysis functions and 
GEANT4 for simulation.

»»OfflineDB, which is a distributed, DBI-based 
(DataBase Interface) relational database 
system presenting all non-raw data information 
required to simulate and analyze experimental 
data. DBI permits the storage of parameters 
and conditions data in a time-varying schema 
that allows for the reproducible retrieval of any 
previous state of those parameters and data.

Figure 2: Daya Bay pipeline.
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Scientific Impact 

After years of development, preparation, 
training, and research, the Daya Bay experiment 
has published the world’s first unambiguous 
measurement of the neutrino oscillation mixing 
angle, θ13. This scientific discovery was made 
possible by the data management and data 
analysis and simulation software and computing 
resources for which CRD is directly responsible. A 
central goal of US Offline Computing for the last 
5 years has been “physics-ready software and 
computing on day 1.” Daya Bay scientists were 
able to see anti-neutrinos with NuWa in the first 
filled detectors within 24 hours. Physicists, aided 
by the software, were able to see an anti-neutrino 
deficit in the far hall within days. And finally, 
they have been able to extract a high-quality θ13 

value within only 75 days of the start of far-hall 
running. This is, of course, not solely due to Offline 
Computing efforts. However, Tull and his team’s 
efforts were invaluable during data commissioning 
and physics analysis. They ensured that data were 
transferred to NERSC/PDSF, archived on NERSC/
HPSS, and analyzed by ODM/Science-Gateway 
and were available to scientists within 2 hours. 
All the analysis was done using NuWa and the 
Science Software Systems Group’s offline system. 
All data were transferred and analyzed using 
networking and computing systems designed 
and/or procured by US Offline management, and 
almost all US computing occurred on the NERSC/
PDSF Tier-1 for Daya Bay.

Advanced Computing for Sciences Department

»» Spade, which is an automated system for data 
migration, management, and archiving. Spade 
transfers data from the Daya Bay Nuclear 
Power Plant to Beijing and to LBNL for real-
time analysis. Raw data are available at both 
LBNL and international high energy physics 
computing facilities within 30 minutes of a 
raw data file being closed.

»» P-squared, which is an automated data 
pipeline for processing large numbers of data 
files integrated with Spade and Offline Data 
Monitor (ODM). P-squared is used for both the 
real-time and full production reprocessing of 
data and the running of simulations. 

»» ODM (Offline Data Monitor), which is used 
for real-time analysis and data QA monitoring 
for raw data. ODM is built on the NERSC 
Science Data Gateways and the NEWT toolkit. 
Spade-transfered raw data are automatically 
analyzed using NuWa, OfflineDB by P-squared, 
the results integrated with metadata from 
DAQ and DCS (Detector Control System) 
databases, and then presented in real-
time (within two hours) to scientists at the 
experiment and around the globe.

The hardware provisioned for the experiment 
includes an on-site (at Daya Bay Nuclear Power 
Plant in China) computing facility, DayaNet 
(network connectivity to China’s CSTNet), and 
PDSF compute and storage resources at NERSC. 
The constant 24/7 use of ESnet, CSTNet, and 
GLORIAD required extensive monitoring of the end-
to-end system. 

The multi-national, multi-institutional, multi-
network nature of the transfers meant that the 
team had repeated outages and problems that 
needed to be diagnosed and solved. They had 
outages from typhoons and earthquakes, from 
bad hardware, firewalls, policy changes, and 
human error. In each instance, the team had the 
tools and information to communicate and resolve 
their problems.
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ATLAS CORE SOFTWARE

Research Highlights
Athena is the object-oriented control framework 
used by a toroidal LHC apparatus experiment, 
called ATLAS, at CERN, which is based on the 
Gaudi component architecture, a collaboration 
among several physics experiments. The 
framework provides physics application codes with 
an extensible series of core services including 
scheduling, configuration, data access, error 
handling, and message logging. The component 
architecture allows users to easily swap service 
implementations at runtime, an essential 
requirement for software that is run in thousands 
of different configurations.

The Athena framework belongs to the blackboard 
family. In this framework, data objects produced by 
knowledge modules are posted to StoreGate, an 
“in-memory database,” from where other modules 
can access them and produce new data objects. 
This in-memory model greatly reduces the coupling 
between knowledge modules, which contain the 
algorithmic code for analysis and reconstruction, 
based on the fact that one knowledge module 
does not need to know which specific module can 
produce the information it needs nor does the 
module need to know which protocol it must use to 
obtain it. 

This is also known as the interface explosion 
problem described in component software 
systems. Algorithmic code is known to be the least 
stable component of software systems and the 
blackboard approach has been very effective in 
reducing the impact of this instability. The trade-

off of the data/knowledge object separation is the 
need for knowledge objects to identify data objects 
to be posted on or retrieved from the blackboard. 

Another key architectural choice in Athena is the 
transient/persistent data model separation: a data 
object transient representation, as a C++ object in 
memory, is kept independent from its persistent 
representation on disk (e.g., as a database entry, 
or a record in a binary file). StoreGate manages the 
conversion of a data object from/to its persistent 
form and provides an API to access data stored 
on persistent media. Keeping the transient data 
model independent from its representation on disk 
allows for the evolution of the two representations 
and their technologies independently, a key 
requirement for software that will run over several 
decades. 

Figure 3: Particle collisions. It appears that the Higgs 
boson decays into two electrons and two positrons (shown 
in red). [Courtesy of L. Taylor and T. McCauley.]

Scientific Impact 

Athena is currently used by over 2,000 scientists 
worldwide to analyze multiple petabytes of collision 
data collected by the ATLAS experiment at the 
Large Hadron Collider. The framework manages 
about 4,000 C++ components totaling over 5 
million LOC. Its flexibility allows it to be used in 
every aspect of ATLAS’s complex workflow, from 
real-time data acquisition and selection, to Monte 

Carlo simulation and data analysis, such as the 
one leading to the discovery of Higgs boson-like 
particles. The CRD ATLAS team, which includes 
the ATLAS chief software architect, has lead the 
Athena development work for the last 10 years, 
and it is now extending its functionality to run 
efficiently time-critical ATLAS software on many-
core architectures.
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CARBON CAPTURE SIMULATION INITIATIVE

Research Highlights

The Carbon Capture Simulation Initiative 
(CCSI) develops and deploys state-of-the-
art computational modeling and simulation 
tools to accelerate the commercialization of 
carbon capture technologies from discovery to 
development, demonstration, and ultimately the 
widespread deployment of these technologies 
to hundreds of power plants. The CCSI Toolset 
leadership and development involves personnel 
from across the Advanced Computing for 
Science (ACS) Department, which includes the 
CyberInfrastructure, Data Intensive Systems, 
and Science Software Systems groups. This 
toolset is a comprehensive, integrated suite of 
validated science-based computational models. 
CCSI provides these simulation tools to increase 
confidence in new carbon capture and storage 
designs, thereby reducing the risk associated with 
incorporating multiple innovative technologies into 
new carbon capture solutions.  
 
In leading the Integration Framework and the 
Software Development Support, ACS researchers 
along with collaborators are developing 
the software framework needed to enable 
interoperability of the underlying carbon capture 
simulation tools. They are developing the Turbine 
Gateway, which enables and manages large 
numbers of simultaneous process simulations in 
support of uncertainty quantification, optimization, 
and reduced-order modeling efforts. In addition, 
ACS is responsible for the data management 
implementation that will link together all of the 
components and enable higher level services, 

such as risk assessment. The Energy Frontier 
Research Center is also helping to identify 
promising adsorber materials through advanced 
simulations.

The scientific underpinnings encoded into the 
suite of models will also ensure maximum learning 
for successive technology generations.  
These tasks implement the communication 
between the various tools, as well as data 
management, visualization, and software 
engineering. The CCSI Toolset is intended to 
accelerate the development and deployment cycle 
for bringing new carbon capture and storage (CCS) 
technologies to the market. (See Figure 4.)

Figure 4: CCSI process optimization, Turbine Gateway 
and AspenSinter in operation.
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Scientific Impact 

Realizing the potential of CCSI depends on 
having an integrated carbon capture simulation 
environment that enables multi-scale simulations, 
uncertainty quantification, decision support, and 
optimization. ACS’s Software Development Support 
in CCSI will provide comprehensive development 
support, and it will incorporate a comprehensive 
licensing, versioning, bug tracking, build, 
packaging, and test tools. 
 
When completed, the CCSI Toolset will provide 
industry users with a comprehensive, integrated 
suite of scientifically validated models that enable 
the optimization of design, the assessment of 
uncertainty and the understanding of risks to 
support decision making capabilities. This toolset 
will also give users increased confidence in designs 
and reduce the risk associated with incorporating 
multiple innovative technologies into new carbon 
capture solutions. 
 
Although carbon capture systems are not yet 
required at any of the 600 plus power plants across 
the US, CCSI works closely with industry to make 
carbon capture and storage tools easier to adapt 
to existing design technologies. CCSI’s tools would 
make it easier for utility companies to meet such 
requirements if and when they are enacted, and 
could help companies doing business in countries 
where controls are already in place.  
 
This past October, CCSI released their first set of 
tools and models at a meeting with representatives 
from the 19 companies that are currently 
participating on its industry advisory board.
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Fluor, General Electric, Ramgen Power Systems, 
and Southern Company 
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In eco-science, large-scale synthesis studies and simulations are becoming common.  
These studies and simulations are often coordinated by science teams, geographically distributed around 
the world, working on global-scale datasets. Over the last seven years, the Applied Computing for Science 
Department’s groups evolved an eco-informatics data management infrastructure that combines data 
processing, archiving, curation, user services, and publication tracking. Variants of this data server 
infrastructure are now serving a wide array of carbon data and subsurface flow projects, such as ISCN, 
AmeriFlux and FLUXNET, and digital hydrology projects.

The principal goals of the International Soil Carbon Network (ISCN) are to produce databases, models, 
and maps that enable users to understand: a) how much carbon is stored in soils around the world, b) 
how long this carbon remains in the soil, and c) the factors that make this soil carbon vulnerable to being 
lost (i.e., emitted to the atmosphere). ISCN compiles soil sampling, and archives and analyzes protocols. 
To help ISCN, ACS made it possible for ISCN to share scientific, analytical and logistical infrastructure, 
synthesize products beneficial to stakeholders and scientists, and develop a community-accessible 
database.  

ECO-SCIENCE DATA MANAGEMENT

Research Highlights

Figure 5: Evolution of the eco-science data server. 

Advanced Computing for Sciences Department

Figure 6: Data curation and publication support.
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Scientific Impact 

ACS researchers also developed a data server to 
support the collaborative analysis of carbon-climate 
data for FLUXNET. FLUXNET is a global network of 
over 400 carbon flux measurement sensor towers 
that provide a wealth of long-term carbon, water 
and energy flux data and metadata. The data from 
these towers are critical to understanding climate 
change through cross-site, regional, ecosystem, 
and global-scale analyses. The fluxdata.org data 
server now contains the FLUXNET data and is relied 
on by over 110 paper teams analyzing the data.  
 
As part of the AmeriFlux Network Management 
Project, ACS helps leverage AmeriFlux’s existing 
FLUXNET data management services and adds 
new capabilities to provide the network with data 
processing, archiving, user support, and publication 
tracking. AmeriFlux is a network of state-of-the-
art flux sensors in a variety of ecosystems across 
North, Central and South America—from tundra 
to tropical forests, and everything in between—to 
study how carbon dioxide (CO2), water vapor

For AmeriFlux and FLUXNET, ACS developed 
collaborative web portals where scientists can 
download data files, browse data summaries, 
update metadata and annotate the data through 
the portal. Synthesis teams can select sites and 
exchange e-mail with those sites through the 
portal. Users can also browse data directly from 
Excel spreadsheets or MatLab from the scientist’s 
desktop; the scientist sees no difference between 
data “in the cloud” and on the desktop. The portal 
enables science researchers to concentrate on 
science rather than data management and the 
collaboration features enable continued growth 
and discovery for science. 
 
Finally, the data server developed to assist 
hydrological studies is now used to support 
researchers working on a variety of questions 
including the impact of frost protection pumping, 
recovery of endangered fish populations, long 
term impact on a watershed of human activity, 
coastal lagoon dynamics, and modeling of annual 
watershed water balance.
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and energy cycles through the atmosphere, 
plants and soil. ACS’s infrastructure helps 
Ameriflux researchers share data efficiently.

ACS also assists the scientists in hydrology, 
where the science has shifted to more sensor-
based systems for stream flows and spatially 
distributed meteorological conditions obtained 
from ground and satellite systems. The sensor 
data are coupled with weather and climate 
models at finer and finer spatial resolutions.  
The net result is a vastly increased data 
collection rate and a generation of model 
simulations that require storage, retrieval, 
and archiving on a scale not previously 
contemplated. Because DOE recognizes that 
these globally-based datasets could benefit a 
variety of scientific communities beyond those 
interested in carbon flux, it funds the effort to 
make AmeriFlux data accessible to a wide-range 
of researchers. 
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Swanston (USFS), Kris Johnston (USFS), Luke Nave 
(USFS), Bev Law (OSU), Jen Harden (USGS), Marcus 
Reichstein (Max Planck Institute), Dario Papale 
(UTuscia, Italy)
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ACS personnel are actively strengthening their 
software technology development partnerships 
with other LBNL divisions and with other 
offices in the DOE Office of Science. This effort 
complements ACS’s already strong research 
partnering reputation and is designed to 
enhance confidence in CRD’s commitment to the 
deployment of successful solutions and production 
infrastructures that advance the state of the art. 
Projects are currently underway in a wide array of 
science areas including: the Particle Data Group, 
High Energy Physics, Advanced Light Source, 
Energy Smart Grid, Energy Sciences Network, 
Materials Science, and Joint Genome Institute. A 
few example projects are described below.

Particle Data Group Workspace

The Particle Data Group (PDG) is an international 
collaboration charged with summarizing particle 
physics, as well as related areas of cosmology 
and astrophysics. The summaries are published 
in even-numbered years and is now a 1340-page 
book, The Review of Particle Physics. The review is 
also published and maintained as a fully hyper-
linked website. The computing infrastructure 
supporting the PDG was conceived and built in 
the late ‘80s and, although it was modern for 
its time, it is no longer able to support the many 
participants in the review and the process of 
creating the review. ACS personnel work with PDG 
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SOFTWARE TECHNOLOGY DEVELOPMENT IN SERVICE OF SCIENCE

Research Highlights
to design and build a new interactive workspace, 
a “User-Centered Design,” that enables all 
the participants in the review process to 
collaborate and input data directly into the review 
infrastructure through the PDG Workspace. The 
initial components of this infrastructure went live 
in early 2012 and ACS continues to develop new 
features and infrastructure in collaboration with 
the PDG personnel.

Smart Grid Protocol Development

Over the past several years, ACS personnel 
have worked closely with LBNL’s Environmental 
Energy Technologies Division (EETD) on a series 
of research projects centered on the emerging 
electrical Smart Grid. The Smart Grid initiative 
intends to “re-engineer” major portions of the 
US energy generation and distribution system to 
achieve greater operational security and flexibility. 
Since most of the improvements mandated 
as part of this effort involve increased timely 
data communication between geographically 
dispersed grid components, ACS’s experience in 
the areas of wide-area networking and real-time 
data acquisition and control has proven critical 
in understanding and evaluating the effect of 
proposed system upgrades. In particular, over the 
past two years, ACS has completed and distributed 
an open source implementation of EETD’s 
automated demand response protocol (OpenADR) 
and is assisting in standardizing the OpenADR 
through the OASIS standards organization. ACS 
personnel are also working with major California 
utilities to evaluate and demonstrate secure 
Smart Meter to home communications of real-
time energy usage through ACS’s CEC-funded 
Open Smart Energy Gateway (OpenSEG) project. 
Finally, ACS personnel are currently completing 
a report for both DOE and CEC on the technical 
and operational status of the home area network 
deployments taking place in California, Texas, and 
Oklahoma.

Figure 7: PDG portal.
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Advanced Light Source User Portal

The Advanced Light Source (ALS) welcomes 
researchers from universities, government labs, 
and industry who are interested in performing 
experiments at the general sciences and structural 
biology beamlines open to users. The ALS hosts 
over 2,000 users per year on-site. These users 
submit proposals to run experiments using one 
of the 39 beamlines at the ALS. The proposals 
are reviewed and if accepted, are scheduled for 
beam time. The user portal, in development by ACS 
personnel, provides the primary portal for users 
of the ALS with information tracking, proposal 
submission, proposal tracking, and visit related 
logistics, such as safety, scheduling, and badging. 
ACS works with ALS personnel to design and build 
this portal, which leverages existing systems at the 
lab and at other light sources.  
 
Energy Sciences Network’s Re-implementation  
of ESxSNMP 
 
Reliable, real-time measurements of the core 
network are essential for the performance of 
next-generation networks. ESnet eXtensible SNMP 
System, or ESxSNMP, is a system developed at 
ESnet for collecting and storing large sets of SNMP 
timeseries measurements from network routers 
and devices. ESxSNMP makes performance data 
available via a remote REST-style interface, allowing 
for easy integration with other tools. The current 
ESxSNMP implementation uses a hybrid model 
for storing data, with a custom storage format 

(TSDB) for timeseries data and an SQL database 
for metadata. The current technology stack has 
proven too costly in developer time and attention 
to maintain. To address this problem, researchers 
in ACS are working with ESnet to re-implement the 
ESxSNMP back-end to use scalable NoSQL storage 
solutions. This solution will provide a solid low-
maintenance foundation for the current workload 
and also provide scaling for faster networks, new 
data types, and new analysis approaches. 
 
Joint Genome Institute: Sequence Proposal Tracking 
 
The central mission of the Genomic Technologies 
Department is to develop and effectively apply 
genomic technologies to accelerate DOE users’ 
science. The Joint Genome Institute’s (JGI) 
primary product continues to be a robust sample 
management and library construction coupled with 
state-of-the-art high-throughput DNA sequencing 
and analysis. ACS personnel helped on a short-
term basis with the development of the sequence 
proposal tracking system. This work is concurrent 
with several research projects.
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Figure 8: The Advanced Light Source.
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APPLIED NUMERICAL ALGORITHMS GROUP
The mission of the Applied Numerical Algorithms Group (ANAG) is the development of 
advanced numerical algorithms and software for partial differential equations integrated with 
the application of the software to problems of independent scientific and engineering interest. 
The primary focus of ANAG’s work is in the development of high-resolution and adaptive finite 
difference methods for partial differential equations in complex geometries, with applications to 
internal combustion engines and other industrial problems.

OVERVIEW OF HIGHLIGHTED PROJECTS

ANAG collaborates on multiple projects including the FASTMath project, funded by the SciDAC 
Institute, and the BISICLES project, a SciDAC program. More information about these projects 
can be found in “Collaborative Projects.” 

This section includes information about the ANAG’s work on adaptive mesh refinement for 
atmospheric modeling, and nano-scale modeling of CO2 sequestration.
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massively parallel computation and library design 
for scientific computing. He has contributed 
significantly to algorithms for incompressible flow, 
shock physics, viscoelastic flows and elliptic solvers 
for magneto-hydrodynamics. 

DANIEL MARTIN earned his B.S. 
in 1991 from the University of 
Florida and his Ph.D. in 1998 
from UC Berkeley, both in 
mechanical engineering. He has 
been at the LBNL since 1998, 
first as a postdoc researcher, 
and now as a research scientist 
in ANAG. His research is in 

the development of numerical methods and 
software for solving partial differential equations, 
specializing in adaptive mesh refinement and 
finite volume methods. He has contributed to a 
wide range of scientific applications, including 

RESEARCH STAFF
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incompressible flow, magneto-hydrodynamics, 
plasma physics, and land ice sheet models for 
climate research, while also contributing in various 
ways to the Chombo development and support 
efforts in ANAG. He is currently the lead developer 
for the SciDAC-funded Berkeley-ISICLES (BISICLES) 
land ice modeling effort. He is also the LBNL 
practicum coordinator for (and an alumnus of) the 
DOE Computational Graduate Fellowship (CSGF) 
Program. 

PETER O. SCHWARTZ earned his 
B.S. in 1987 from UC Berkeley 
and his Ph.D. in 1994 from 
Ohio State University, both in 
mathematics. He has been 
at LBNL since 2001, first as 
a postdoc researcher, and 
now as a research scientist 
in ANAG. His research has 

been in the development of numerical methods 
and software for solving partial differential 
equations, specializing in environmental flows 
and systems biology. He has contributed to 
scientific applications modeling incompressible 
flow, reaction diffusion on complex geometric 
surfaces, shallow water discretizations, and 
land ice sheet models for climate research, 
while also contributing to Chombo infrastructure 
development. He is currently working on the 
SciDAC-funded Berkeley-ISICLES (BISICLES) land 
ice modeling effort.

TERRY LIGOCKI has been a core 
developer of the Chombo 
library for numerically solving 
partial differential equations 
using adaptive mesh 
refinement techniques since 
he joined ANAG in 2001. He 
focuses on the embedded 
boundary aspects of the 

Chombo library. Specifically, embedded boundary 
generation from implicitly defined volumes created 
using constructive solid geometry. His research 
interests include computational geometry, finite 
volume numerical algorithms, and transforming 
complex algorithms for large-scale computing. He 
was a member of APDEC for SciDAC and SciDAC-2, 
and is currently a member of FASTMath for 
SciDAC-3.

DAVID TREBOTICH is a 
computational scientist in 
ANAG. His research involves 
the development of high-
resolution algorithms for 
complex flows in multi-scale 
systems using adaptive finite 
volume methods. Applications 
of interest are viscoelastic 

polymer flow, and subsurface flow and reactive 
transport at the microscopic pore scale. His 
current work in micro-scale fluid dynamics 
emphasizes multi-scale techniques to couple 
microscopic processes with macroscopic models. 
Prior to joining in LBNL in 2009, Trebotich held a 
staff scientist position at the Lawrence Livermore 
National Laboratory in the Center for Applied 
Scientific Computing.

GREG MILLER is a faculty 
scientist in ANAG and a 
professor of chemical 
engineering at UC Davis. 
His research involves the 
development of numerical 
methods for the solution 
of complex problems in 
engineering and science, 

mostly at the continuum scale. Specifically, Miller 
is interested in complex rheology as it pertains 
to multi-scale and continuum methods for 
incompressible viscoelastic flows, multi-phase 
flows for compressible and incompressible flows of 
fluids and elastic-plastic solids in time-dependent 
domains and interfacial processes, constitutive 
modeling (equations of state, thermodynamic 
modeling, symmetry invariants) and charged 
systems in plasma physics (boundary charge and 
bilayer problems).

BRIAN VAN STRAALEN received a 
B.S. in mechanical engineering 
in 1993 and a Master’s of 
Mathematics in applied 
mathematics in 1995, both 
from University of Waterloo. 
His graduate research 
focused on the area of a 
posteriori error estimation for 

Navier–Stokes equations. He spent several work 
terms with Advanced Scientific Computing Ltd.
working on computational fluid dynamics codes 
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written largely in Fortran 77 running on VAX and 
UNIX workstations 20 years ago. Straalen also 
worked as part of the Thermal Modeling Group 
with Bell Northern Research. He worked for Beam 
Technologies developing the partial differential 
equationsolve package: a combined symbolic 
manipulation package and finite element solver, 
running in parallel on some of the earliest NSF 
and DOE MPP parallel computers. He joined LBNL 
in 1998 to work with Phil Colella and to start up 
the Chombo Project. He is currently working on his 
Ph.D. in the Computer Science Department at UC 
Berkeley.

PAUL ULLRICH is an assistant 
professor of regional and 
global climate modeling in the 
Department of Land, Air and 
Water Resources at UC Davis. 
His undergraduate education 
is in applied mathematics 
and computer science from 
the University of Waterloo, 

where he also pursued a master’s degree in 
applied mathematics and theoretical cosmology. 
He completed his doctorate at the University 
of Michigan, studying high-order finite volume 
methods for modeling atmospheric dynamics. His 
work led to the development of the MCore finite 
volume atmospheric dynamical core, a cutting-
edge model for studying atmospheric dynamics. 
Ullrich is an associate editor of Monthly Weather 
Review and a lead organizer of the Dynamical Core 
Model Intercomparison Project (DCMIP). Further, 
he has over two years of industrial experience as a 
software engineer at companies such as Maplesoft 
and Sonic Foundry.

HANS JOHANSEN, received his 
Ph.D. in mechanical engineering 
in 1997 from UC Berkeley. He 
has been a staff researcher 
at LBNL since 2009, and his 
research is focused on high-
performance, higher order 
finite volume discretizations for 
the embedded boundary and 

adaptive mesh refinement discretizations, with 
applications to heat and mass transfer and fluid 
dynamics. Prior to joining LBNL, Johansen served 
as executive director and chief infrastructure 
architect for JPMorganChase, where he was 
responsible for setting overall infrastructure 
technology direction for one of the world’s largest 
banks. Prior to that, he was chief architect 
and first vice president at Washington Mutual. 
His projects and responsibilities spanned the 
implementation of high performance transaction 
systems, refactoring of major bank processing 
systems, and vendor evaluation and rationalization. 
Before 2002, Johansen was a senior consultant 
for capital markets with Random Walk Consulting 
(now Accenture), an early start-up architect, and 
a researcher in Accenture’s Center for Strategic 
Technology. He brings broad technical expertise 
and 15 years of experience with financial services 
technology, high performance computing platforms 
and emerging technologies.
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ADAPTIVE REFINEMENT FOR ATMOSPHERIC DYNAMICS

Research Highlights
Many features of atmospheric flows involve 
dynamics at multiple spatial and temporal scales. 
Current state large-scale simulations are limited 
in their ability to accurately and efficiently capture 
spatial features (such as clouds and orography on 
less than 1 km scales) and physical time scales 
(cloud dynamics and related weather phenomena) 
that interact with global dynamics. This leads to 
compromises between accuracy, resolution and 
complexity of the physics that can be included in 
these simulations. The resulting uncertainty in 
atmospheric dynamics leads to questions about 
the accuracy of weather prediction (such as 
tropical cyclones) and/or related effects in global 
climate change, like the frequency and severity of 
extreme events.

The ANAG team is implementing an atmospheric 
dynamic core (called a dycore) road map that uses 
the HPC software framework, Chombo, adapted 
to non-hydrostatic atmospheric flows (see Figure 
1). The approach uses a new accurate higher 
order conservative finite volume approach for thin 
atmospheres. The cubed sphere mapping avoids 
polar singularities and large variations in grid cell 
aspect ratio; mapping discontinuities are handled 
carefully to be conservative to not introduce grid 

When the project is completed, it will allow climate 
scientists to examine the effects of time accuracy 
and adaptive resolution on their simulation results. 
Currently, such studies are not within reach of 
even DOE leadership class machines at NERSC 
or ORNL. This will in turn help scientists validate 
other climate simulation codes and physical 
models, and improve the accuracy of both weather 
and climate predictions.

Scientific Impact

Figure 1: Cut-away of 3D cubed sphere domain for a 
simple scalar advection test case. Dark lines indicate 
block boundaries, as well as adaptive refinement 
boundaries around the patch.

errors. In addition, a novel mathematical splitting 
and solver allows ANAG to avoid performance 
penalties due to extremely thin spherical layers, 
which are a common complication in climate 
modeling. The “thin cells” are typically dealt 
with by introducing physical simplifications, 
limiting total simulation time and/or creating 
parallel performance issues. ANAG’s approach 
has excellent parallel efficiency and exhibits 
near-perfect scaling without any compromises to 
accuracy, resolution, or complexity.

Figure 2: Barotropic instability 
using shallow water equations 
modeled on cubed sphere. 
This is a standard test case for 
validating atmospheric dycores.

CRD Contact

H. Johansen, P. McCorquodale, P. Colella

Collaborators

P. Ullrich (UC Davis), William Collins (LBNL ESD)
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ADAPTIVE REFINEMENT FOR ATMOSPHERIC DYNAMICS ADVANCED ALGORITHMS 
FOR HIGH PERFORMANCE COMPUTATIONS OF REACTIVE TRANSPORT PROCESSES 
ASSOCIATED WITH CARBON SEQUESTRATION

Research Highlights
The Chombo-Crunch project, funded by SciDAC-e, 
has been uniquely positioned from the project’s 
beginning in 2009 to have a significant impact on 
the modeling and simulation effort of the Energy 
Frontier Research Center for Nanoscale Control 
of Geologic CO2 (EFRC-NCGC) at LBNL. The EFRC 
is focusing on subsurface pore scales to explicitly 
resolve the key fluid–fluid (H2O and CO2) and fluid–
solid interfaces, in order to arrive at a mechanistic 
understanding of how to control CO2 injection in 
subsurfaces. By carefully understanding processes 
at the pore scale, the goal of this BES-funded 
research center is to bring such knowledge to bear 
on the macroscopic scale of a reservoir, which is 
the relevant scale for carbon sequestration and 
other important subsurface flow problems, such 
as the environmental remediation and storage of 
nuclear wastes. 

The overall objective of the computational research 
is to develop a new high performance simulation 
capability based on advanced algorithms and 
software developed in CRD and, ultimately, to 
develop new approaches for representing chemical 
kinetics and interfacial dynamics in Darcy scale 
numerical models (upscaling). NCGC researchers 
hypothesize that a quantitative, mechanistic 
understanding of coupled physical and chemical 
processes at the pore-and-grain scale is possible, 
and that such an understanding can form a 
rational basis for upscaling geochemical kinetics to 
dynamic field scale systems. 

ANAG’s contribution is to use adaptive, embedded 
boundary methods developed in the Chombo 
framework to solve viscous, incompressible 
flow and conservative transport (advection-
diffusion) in very complex geometries obtained 
from synthetic and realistic pore space (image 
data). Using operator splitting in a sequential 
non-iterative approach, ANAG researchers 
combine the geochemistry module of the software 
package CrunchFlow with Chombo to model 
multi-component geochemical reaction networks. 
Ultimately, the goal of this work is to model a 

multi-phase, reactive transport where individual 
phases are resolved and the pore space geometry 
is time-dependent in response to precipitation or 
dissolution. 

Currently, ANAG has completed Chombo-Crunch 
simulation results for an EFRC validation 
experiment of reactive transport in a capillary tube 
packed with crushed calcite (see Figure 3). ANAG 
researchers achieved an image data resolution of 
the experiment at 1 micron such that the surface 
grains of the calcite are resolved (see Figure 4). 
They also developed proof-of-concept algorithms 
for time-dependent mineral boundaries and multi-
phase flow.

Figure 4: Simulated saturation index (slice plane) and 
image data resolution in simulation (1 µm).

Figure 3: (Top left) EFRC reactive transport experiment in 
capillary tube (7 mm long) packed with crushed calcite. 
[Courtesy of L. Yang.] (Top right) Image slice of capillary 
tube obtained at ALS. [Courtesy of J. Ajo-Franklin.] 
(Bottom) Simulation grid for 1/6 section of crushed calcite 
in capillary tube.
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Currently, the state of the art in multi-scale 
modeling is volume-averaging of pore scale 
results, which does not retain variability of the 
microscopic system nor heterogeneity of the pore 
space. The success of this project will result in 
an experimentally-validated simulation capability 
that can be used to model an ensemble of pore 
scale computational experiments. Such an 
ensemble can in turn be sampled to obtain a 
statistical representation of reactive transport 
parameters, such as permeability and reaction 
rates, providing more accurate parameterizations 
of the corresponding terms in the macroscopic 
Darcy equations, while retaining variability and 
heterogeneity. This work can also be applied to 
transport in other porous media, such as in energy 
storage materials.

Scientific Impact

CRD Contact

David Trebotich

CRD Collaborators

Dan Graves, Terry Ligocki, Brian Van Straalen

Other Collaborators

Greg Miller (CRD/UCD), Mark Adams (Columbia 
Univ.), Carl Steefel (LBNL/ESD), Sergi Molins 
(LBNL/ESD)
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COMPLEX SYSTEMS GROUP
Mathematical research is playing an increasing role in the analysis and optimization of complex 
systems, including applications in network interconnected systems like computer networks and 
electrical power grids. LBNL’s CRD has significant research activities in this area, and several 
projects in CRD develop the algorithms, tools and techniques to meet the analysis challenges 
posed by complex systems.  
 
The Complex Systems Group (CXG) was started in 2010 to explore new opportunities in this field. 
CXG is currently engaged in research areas including the performance analysis of HPC systems, 
automatic performance tuning of scientific programs, mathematical analysis for cybersecurity, 
and financial system modeling.

OVERVIEW OF HIGHLIGHTED PROJECTS

 
Highlighted topics in this section include cybersecurity projects, intrusion detection for high 
performance computing, and an overview of the Center for Innovative Financial Technology 
(CIFT). Many of CXG’s projects are a collaborative effort with researchers at UC Davis and other 
academic institutions.
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DAVID H. BAILEY, the Group Lead 
for CXG in CRD, is a leading 
figure in the high performance 
scientific computing and 
computational mathematics 
fields. He is the author of 
five books and more than 
160 research papers. He has 
received many awards for 

his contributions to these fields, including the 
Sidney Fernbach Award from the IEEE Computer 
Society, the Gordon Bell Prize from the Association 
of Computing Machinery, and the Chauvenet 
Prize and the Merten Hasse Prize from the 
Mathematical Society of America.

AYDIN BULUÇ is a research 
scientist in CXG working on 
high performance graph 
analysis, libraries, and their 
applications in genomics and 
bioinformatics. His current 
research also includes parallel 
sparse matrix computations 
and communication-avoiding 

algorithms. Previously, he was a Luis W. Alvarez 
Fellow. He earned his doctorate in computer 
science from UC Santa Barbara in 2010.

ORIANNA DEMASI is a student 
and part-time researcher 
in CXG who is working on 
mathematical techniques 
to detect intrusions in high 
performance computer 
networks. Currently, she is 
a computer science Ph.D. 
student at UC Berkeley. In 

2009, she received her B.S. in mathematics from 
McGill University in Montreal, Canada, where 
she received an undergraduate award to study 
differential equations with state-dependent 
delays. Some of her projects included a summer 
fellowship modeling tidal heights and velocities 
in the portion of the New England shelf, south of 
Martha’s Vineyard.

DAVID LEINWEBER heads the 
Center for Innovative Financial 
Technology, created to help 
build a bridge between the 
computational science and 
financial markets communities. 
Leinweber was a Haas Fellow 
in finance at UC Berkeley 
from 2008 to 2010. His 

professional interests focus on how modern 
information technologies are best applied in 
trading and investing. As the founder of two 
financial technology companies and a quantitative 
investment manager, he is an active participant in 
today’s transformation of markets. Prior to LBNL, 
Leinweber also served as Managing Director at 
First Quadrant, where long and market neutral 
strategies utilized a wide range of computerized 
techniques for stock selection and efficient 
trading. As a visiting faculty member at Caltech, 
Leinweber worked on practical applications of 
ideas at the juncture of technology and finance. 
Over the years, Leinweber has advanced the 
state of the art in the application of information 
technology in both the sell-side world of trading 
and the buy-side world of quantitative investment. 
He has published and spoken widely in both 
fields. He is an advisor to investment firms, 
stock exchanges, brokerages, and technology 
firms in areas related to financial markets. 
Leinweber graduated from MIT in physics and 
computer science and earned his Ph.D. in applied 
mathematics from Harvard University. 

SEAN PEISERT has a joint 
appointment as a research 
scientist in CXG and he is an 
assistant adjunct professor 
and faculty member in the 
Computer Science Department 
at UC Davis. He performs 
research in computer security 
and is particularly interested 

in forensic analysis, intrusion detection, electronic 
voting, smart grid security, the insider threat, 
security policy modeling, and empirical studies of 

RESEARCH STAFF
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security. Previously, he was an I3P Research Fellow 
at UC Davis and a computer security researcher 
at the San Diego Supercomputer Center (SDSC). 
He received his Ph.D., M.S., and B.S. in computer 
science from UC San Diego. Peisert is actively 
involved with the academic computer security 
community and is a steering committee member of 
the New Security Paradigms Workshop (NSPW) and 
the Workshop on Cyber Security Experimentation 
and Test (CSET). He is co-representative of LBNL 
to the Institute for Information Infrastructure 
Protection (I3P). Peisert serves as a reviewer, 
program committee member, and organizer for 
numerous journals and conferences, including 
the IEEE Symposium on Security and Privacy, the 
flagship conference for security research.

ALEXANDER SLEPOY is currently 
working on parallel scaling, 
cybersecurity and large data 
algorithms in CXG. He received 
his Ph.D. in physics from UC 
Davis in 2001, with a research 
focus in statistical mechanics. 
In subsequent work, mostly 
at DOE-funded national 

laboratories, he has worked in computational 
biology, whole cell modeling, protein folding and 
large-scale biochemical reaction systems. This 
involved extensive work in parallel algorithms, 
constant-scaling algorithms and large-scale parallel 
code design.

ANUBHAV JAIN is currently an 
Alvarez Postdoctoral Fellow 
in CXG. Jain received his 
B.S. at Cornell University 
in applied and engineering 
physics, and his Ph.D. at MIT 
in materials science and 
engineering. His background 
is in materials design using 

quantum chemistry codes. Jain currently works 
on the Materials Project, which is an effort to 
compute the properties of all known inorganic 
compounds and provide this data freely to 
materials designers around the world looking for 
technological breakthroughs. This effort involves a 
mix of theoretical physics, materials science, high 
performance computing, and cutting-edge  
web technologies.
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INTRUSION DETECTION FOR HIGH PERFORMANCE COMPUTING

Research Highlights
The “Fingerprinting” high performance computing 
(HPC) programs project, now in its fourth year, 
addresses multiple elements of intrusion detection 
in HPC using a mathematical and data-driven 
approach. This project is a collaboration between 
LBNL, UC Davis, and the International Computer 
Science Institute (ICSI). 
 
The overall goals of this project, also called the 
Cybersecurity project, are to develop mathematical 
and statistical methods to detect intrusions of 
HPC systems. CXG’s mathematical analysis is 
predicated on the fact that large HPC systems 
represent unique environments, quite unlike 
unspecialized systems or general Internet traffic. 
User behavior on HPC systems tends to be much 
more constrained (often driven by research 
deadlines and limited computational resources), 
and is generally limited to certain paradigms of 
computation (the set of codes performing the bulk 
of execution provide a rich source of information). 
These special characteristics of an HPC 
environment permit researchers and collaborators 
to perform the equivalent of credit card fraud 
detection on the usage of these systems. In this 
research, CXG employed real system data, which 
they obtained in collaboration with staff in the 
NERSC Division. 
 
There are many thrusts that this project explores. 
The most interesting thrust and most likely to 
have the greatest impact asks: what are people 
running on LBNL’s HPC systems? Are they running 
what they usually run? Are they running what they 
requested cycle allocations to run? Are they running 
something illegal or something against policy?

Figure 1: Adjacency matrices of HPC communications.

Using both graph theoretic [25] and supervised 
machine learning [10, 13, 26-28] approaches, 
CXG developed techniques to classify HPC 
programs based on traces of communication 
patterns between processors (e.g., those collected 
using IPM1 or Tau2). Specifically, CXG looks at the 
adjacency matrices (see Figure 1), performance 
counters, and other features that characterize the 
type of computational math being performed, with 
regard to a particular computational “dwarf” or 
“motif.”

Understanding the important elements in intrusion 
detection is key in the success of this project. 
Ideally, CXG researchers identify the elements 
by automatically inferring the elements from the 
data [24]. To infer the elements, they employ two 
key techniques. First, they use self-organizing 
maps (see Figure 2), an unsupervised clustering 
1 Integrated Performance Monitoring (IPM): http://ipm-hpc.
sourceforge.net.
2

 Tuning and Analysis Utilities (TAU): http://tau.uoregon.edu

Figure 2: Self-organizing maps of IPM data.
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that uses a type of neural net. It is a nonlinear 
generalization of principle component analysis 
and is also like k-means clustering, but infers the 
number of clusters directly from the data.

Second, CXG researchers apply hive plots (see 
Figure 3) to analyze characteristics of message-
passing networks formed by HPC codes. These 
plots suggest the features that contribute most 
to accurate classification. In particular, the 
plots visually reveal distinctive features of the 
communication patterns of these codes, as 
expected from different math algorithms embedded 
in the codes. 
 
Related to the work on fingerprinting HPC 
programs, CXG researchers are also developing 
methods for data sanitization. Data sanitization 
is the process of transforming data (typically 
sensitive data) in such a way that the transformed 
version can be viewed by possible adversaries but 
such adversaries cannot determine the sensitive 
data. An example of this process is the data 
anonymization or “de-identifying” data (e.g., for 
releasing health records to medical researchers). 
Specifically, CXG research works to understand 
when data can be “sanitized” and when it cannot 
by taking into account both privacy requirements 
(what cannot be revealed) and analysis 
requirements (what must be revealed to enable 
appropriate use of data for either operational or 
research means). Further, the researchers assume 
an “open world” model in which adversaries have 
access to external knowledge that may help reveal 
even sanitized data elements. Thus, CXG seeks 
to determine what relationships will allow an 
adversary to undo sanitization [1]. 
 
In relation to this, CXG researchers are creating 
ways to develop audit trails that do not create 
better “insiders” by enabling mono- or bi-directional 
covert channels [19]. For example, in electronic 
voting, there needs to be a way to prevent voters 

from communicating with auditors, as this enables 
vote selling. Likewise, electronic voting methods 
need to prevent auditors from determining a voter’s 
identity to prevent voter coercion. CXG researchers 
and collaborators are looking at codifying 
analyzability and anonymity relationships via ways 
of adding noise, enforcing regularity, and/or using 
procedural methods. 
 
Access to substantial data and subject matter 
for experts is a key factor in the success of 
this research. CXG is currently using data from 
electronic health records supplied by the UC Davis 
Health System. They are also developing formal 
method techniques by constructing analyzable 
ontologies. Their ability to successfully apply 
the technique and successfully abstract the key 
elements should give researchers the ability to 
work with domain experts from other disciplines 
to construct ontologies and ultimately understand 
when data can be sanitized or not based on the 
requirements of the stakeholders. This technique 
should function regardless of the application to 
medical data or scientific/HPC data.

FIGURE 4: Communication pattern in ScaLAPACK: 
pdsyev (calculation of all eigenvalues) for MPI_Isend and 
MPI_Send with different processor blocking dimensions. 
Figures show that the blocking layout affects the 
adjacency matrix. 

Figure 3: Hive plots of IPM data.
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Scientific Impact 
For fingerprinting HPC systems, CXG’s results have 
been positive: they developed a Bayesian-based 
machine learning technique for the classification 
of dozens of scientific computations. They also 
developed a graph-theoretic approach using 
“approximate” graph matching techniques (e.g., 
graph edit distance); true positive rates of 85.5%, 
false positive rates of 0.6%. They employed a 
hybrid machine learning/graph theory approach 
that currently identifies test HPC codes with a 95–
99% accuracy rate. And finally, they employed hive 
plots to give more intuition for the communication 
patterns than traditional CCDF plots. 
 
Many studies have identified that there is a 
distinct behavior in a code’s performance logs, but 
none of these studies address the uniqueness of 
this behavior, disparity from the behavior of other 
similar computations, or robustness of behavior 
to method parameters, problem size, and the 
number of nodes the code was run on. CXG began 
to address the question of how unique a code’s 
behavior is by logging performance of the popular 
scientific codes in controlled environments [7]. 
The dataset they generated considers if a code’s 
identity can be hidden under its scaling pattern. 
The goal of such a dataset is to generate a set 
of statistics that will uniquely identify codes 
regardless of the configuration that they were 
run in. CXG researchers then use their derived 
statistics with supervised machine learning 
methods to show that the statistics are flexible 
enough to be used in identifying a code.  
 
An example of how runtime configurations affect 
the “appearance” of communication is shown in 
Figure 4. The figures show the same computation 
run under three different blocking configurations. 
Upon careful observation, a consistent pattern 
in computation is apparent, but such flexibility in 
the communication must be allowed for accurate 
identification of codes. 

A significant contribution of CXG’s work is using 
a modified rule ensemble method from machine 
learning on a large and diverse dataset [7]. They 
were able to correctly classify codes with high 
accuracy even though they had a large class 
imbalance and other features in the dataset that 
are representative of real HPC workloads.  
 

To collect the dataset, CXG researchers gathered 
real runs of scientific codes at NERSC. This 
method allowed their data to have more depth 
and breadth than similar datasets that were used 
in previous studies. The observations collected 
are not just benchmark codes or multiple runs 
using a single functionality of a single code, 
but representative of the complex nature of 
computations that is routinely executed at 
supercomputing facilities. Because the dataset 
was collected from an uncontrolled environment, it 
represents real workloads well at supercomputing 
facilities. The datasets CXG worked with also had 
many more observations than previous sets, which 
allowed for better inference about behavior beyond 
the scope of their dataset. 
 
CXG researchers modified a rule ensemble 
method for their application, and were able to 
correctly classify codes with up to 96% accuracy. 
Before applying the method to this dataset, they 
studied that extension of the method to multi-
class problems and the use of different solvers 
to generate more compact models [8]. CXG also 
introduced the flexibility for the algorithm to 
classify codes as ambiguous and thus, introduced 
a way to draw further attention to particularly 
difficult observations. This flexibility allowed them 
to improve the classification even further as the 
majority of the observations that would have 
previously been misclassified are now flagged for 
further review. 

CRD Contacts

David H. Bailey, Sean Peisert

LBNL Collaborators

Deborah Agarwal, Scott Campbell, Orianna DeMasi 
(also UCB), Sean Peisert (also UCD), Taghrid 
Samak, Alexander Slepoy

UCD Collaborators

Matt Bishop, Anhad Singh 
 
*Researchers previously involved include Alex Kaiser (NYU), 
Juan Meza (UC Merced), Vern Paxson (LBNL, UC Berkeley/ICSI), 
Robin Sommer (ICSI/LBNL) and Sean Whalen (LBNL, UCD).  

*Research collaborators from other institutions who have 
collaborated in an unpaid capacity include Prof. Sophie Engle 
(University of San Francisco) and Prof. Michael Hogarth (UC 
Davis School of Medicine). 
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CENTER FOR INNOVATIVE FINANCIAL TECHNOLOGY

Research Highlights
On May 6, 2010, around 2:45 PM, the Dow Jones 
Industrial Average plunged nearly 1000 points, 
and then recovered in a few minutes. Such severe 
fluctuations in financial markets have significantly 
undermined investor confidence.1 Both investors 
and regulators are concerned that the dramatic 
rise of computer algorithm-based trading has 
introduced instabilities in financial markets.

The Center for Innovative Financial Technology 
(CIFT) was established in July 2010 in the 
Computational Research Division to build a bridge 

between high performance computing and financial 
markets, in an attempt to address the challenges 
posed by market instabilities. 
CIFT is a center for technology integration where 
technologies, developed in different parts of 
CRD, are applied to solve critical problems in 
financial markets. It is also a platform for an open 
exchange of ideas; where the market participants 
and academic research can bring their ideas 
together in an open science environment. This 
is reflected in the composition of CIFT, which 
includes computational experts, data management 
specialists, visual analytics gurus, academic 
statisticians, as well as a number of active traders 
and fund managers. 
 
CIFT’s hypothesis is that state-of-the-art large-
scale data analysis and visualization technology 
1

 For example, see http://www.nytimes.com/2012/08/02/
business/unusual-volume-roils-early-trading-in-some-stocks.
html.

can be used to better understand and regulate 
the behavior of modern electronic markets. 
In particular, “yellow light” indicators can be 
formulated and studied using CIFT’s computer-
based methods. This yellow light may be able 
to prevent catastrophic market swings more 
effectively and less intrusively than the “circuit 
breaker” approach, currently in use.

Based on professional trade and market regulator 
needs, CIFT has identified two indicators of 
market volatility: Volume Synchronized Probability 
of Informed Trading (VPIN) and the Herfindahl–
Hirschman Index (HHI).  VPIN is designed to 
measure imbalances between buying and 
selling in the market and can be applied to 
overall market indicators such as the Dow Jones 
Industrial Average, as well as individual financial 
instruments such as a stock or a commodity 
futures contract. HHI measures the market 
fragmentation, and the particular version of HHI 
used in CIFT’s study is known as the volume 
HHI, which can be computed from the volumes 
of trades. Figure 5 shows VPIN and HHI on May 
6, 2010. From this figure, both VPIN and HHI 
experienced a short jump around 13:30, about 
75 minutes ahead of the first Flash Crash event, 
where the price of ACM (Accenture) dropped from 
roughly 10 to 0.01, only to mostly recover a few 
moments later. This suggests that VPIN and HHI 
could be suitable for detecting unusual events in 
stock trading.

Complex Systems Group

FIGURE 5: The price range (every five minutes) plotted 
against VPIN (red) and HHI (green) on May 6, 2010. 

FIGURE 6: Time to compute VPIN and HHI for 25 Dow 
Jones Industrial Stocks can scale quite well with the 
number of processing elements (PE) used. 
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Scientific Impact 
Prior to CIFT’s work, the computations on VPIN 
and HHI were only applied to the market indexes, 
such as the Dow Jones Industrial Average. CIFT, 
however, was the first to show that computing VPIN 
and HHI on individual stocks can actually detect 
unexpected events. CXG researchers at CIFT 
further parallelized the computation so that VPIN 
and HHI can be computed quickly. Figure 6 shows 
the time needed to compute VPIN and HHI scales 
well, as the number of processors increases.  
 
CIFT’s work demonstrates that VPIN and HHI are 
able to predict some unusual events in the market, 
and it is possible to reduce the computation 
time of these indicators to real-time. Following 
these initial steps, CIFT collaborators plan to 
further study the suitability of VPIN and HHI for 
detecting extreme volatility in the market. In future 
work, they also plan to work with other industrial 
partners to evaluate additional measures. 

CRD Contacts

David H. Bailey, David Leinweber

CRD COLLABORATORS

E. Wes Bethel, K. John Wu, Oliver Rübel, Xin Guo

OUTSIDE COLLABORATORS

Ted Aronson (Principal, AJO Partners, former CFA 
Institute President), Aaron J. Lebovitz (Principal, 
Infinium Capital Management), Richard R. Lindsey 
(President and Chief Executive Officer, Callcott 
Group LLC), Marcos Lopez de Prado (Head of 
Quantitative Research, Tudor Investments), 
Ricardo Rojas (High-Frequency Trading, Deutsche 
Bank), Larry Tabb (CEO, Tabb Group)
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COMPUTER SECURITY PROJECTS

Research Highlights

CXG is an active participant in a number of 
other projects in the arena of computer security, 
in addition to the “Mathematical and Data-
Driven Approach to Intrusion Detection for High-
Performance Computing” project. These projects 
span across UC Davis and LBNL and also include 
numerous other academic collaborators. Research 
sponsors currently include DOE’s Advanced 
Scientific Computing Research program, DOE 
Office of Electricity Delivery and Energy Reliability’s 
Cybersecurity for Energy Delivery Systems 
(CEDS) program, DOE’s National Nuclear Security 
Administration (NNSA), and NSF’s Security and 
Trustworthy Cyberspace (SaTC) program.  

Application of Cybersecurity Techniques  
in the Protection of Efficient Cyber-Physical Energy 
Generation Systems

There are many physical systems today that 
impact or are impacted by networked computers. 
The physical systems themselves have always 
been designed with extremely high degrees of 

safety in mind. However, there are assets in 
physical plants, like the UC Davis Central Heating 
and Cooling Plant, that were never intended to be 
connected to any network. Furthermore, there is 
no mechanism in place, nor test or certification 
process, for the networked system, ensuring 
that machines collectively have no damaging 
behavior.  As the targets of the Stuxnet worm 
now know, systems often do allow behavior that 
is damaging to individual devices since computer 
systems frequently can be misinformed or ignore 
tolerances of the physical systems they control.  
 
In response to this problem, CXG researchers 
design and develop a security monitoring and 
analysis framework for control systems. The goal 
is to integrate the monitoring and analysis of 
network traffic and serial communication with 
an understanding of physical device constraints 
within a single intrusion detection system (IDS) to 
enhance the resilience of cyber-physical systems. 
CXG’s technique monitors electrical loads, which 
has shown that this security problem is tractable 
[12]. 
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This project is funded by DOE’s CEDS program 
and is led by Chuck McParland and Sean Peisert, 
with Anna Scaglione (UC Davis) and graduate 
students. This project is also in collaboration with 
Robin Sommer (LBNL/ICSI) and researchers at the 
University of Twente. 

Cyber Sciences Lab (CSL)

Eight DOE national laboratories, using seed 
funding from the NNSA Chief Information Officer, 
are working together on a vision for an enduring, 
national computer security research laboratory 
to address cybersecurity threats to the nuclear 
deterrent, energy infrastructure, and the nation’s 
reliance on cyberinfrastructure at large. Research 
efforts that the laboratory would address vary 
from very short-range, tactical issues that leverage 
current capabilities, to very long-range research 
with results and solutions that may not be 
deployable for over 20 years, using techniques that 
likely do not currently exist. At LBNL, the CSL effort 
is led by Deb Agarwal and Sean Peisert. 

Symbiosis in Byzantine Fault Tolerance  
and Intrusion Detection

Two principal components for providing protection 
in large-scale distributed systems are Byzantine 
fault tolerance (BFT) and intrusion detection 
systems (IDS). However, BFT traditionally suffers 
from high-latency and replication requirements. As 
these two components approach system security 
differently, though, intrusion detection has the 
potential to improve BFT. The integration of these 
two techniques, at both the fundamental and 
system levels, is the theme of this research effort.  

As a first step in providing protection to distributed 
systems, CXG researchers and collaborators 
developed a new BFT algorithm called hBFT. hBFT 
is a leader-based protocol that uses speculation to 
reduce the cost of Byzantine agreement protocols 
with optimal resilience. hBFT satisfies three key 
goals.  First, it tolerates Byzantine faulty clients. 
Second, it shows critical jobs can be moved to 
the clients without additional costs. And third, the 
notion of normal cases is defined, which means 
the primary is correct and the number of faulty 
backups does not exceed the threshold. From this 
protocol, CXG provided better performance for both 
fault-free cases and normal cases. They developed 
and validated this protocol by implementing it and 
testing it on the Emulab testbed (see Figure 7) [9]. 

CXG also developed a Byzantine fault-tolerant 
(BFT) state machine replication (SMR) protocol, 
BChain (see Figure 8), that detects and corrects 
errors while outperforming previous practical BFT 
protocols (e.g., PBFT, Zyzzyva, etc.), for both latency 
and throughput. They employ chain replication 
concepts to allow replicas to execute client 
requests in a pipeline manner. CXG also integrated 
this with a Byzantine fault diagnosis mechanism 
such that faulty replicas can eventually be removed 
from the system (e.g., if hardware has failed) or 
restored (e.g., if software is simply compromised). 
Thus, the mechanism performs better than 
previous BFT protocols while also adding proactive 
recovery, mitigating long-standing problems for 
long-lived systems. 
 
This project is co-led by Karl Levitt and Sean Peisert 
at UC Davis and Keith Marzullo at UC San Diego/
NSF, and is funded by the NSF’s SaTC program. 
This project is also in collaboration with Hein 
Meling at University of Stavanger, Norway.  

FIGURE 7: Comparison of BFT protocols to tolerate f faults with batch size b. 
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Process-Based Technology to Support Comparison  
and Evaluation of the Security of Elections

Constructing process models of physical systems 
and human environments allow the analysis of 
those processes in the same way that source code 
can be analyzed using static analysis techniques. 
Specifically, process models are constructed by 
hand using expert, domain knowledge of how 
a system is supposed to function, containing 
descriptions of events, actors, and objects. 
Subsequently, models can be incrementally refined 
over time through expert analysis, as well as formal 
analysis.  CXG researchers’ and collaborators’ work 
explores process composition tools as they apply to 
elections. This work includes the exploration of how 
to compose systems from pre-analyzed process 
components, how to analyze the vulnerability of 
these systems to attacks, and how to guarantee 
that important security properties are ensured for 
the resulting composed system.  
 
The research team works closely with the Marin 
County Registrar of Voters’ office and the Yolo 
County Clerk-Recorder’s office. At present, they 
have implemented process models using the 
Little-JIL language in the context of elections (see 
Figure 9), and performed formal, static analyses 
on the fault tree to identify hazards in the election 
processes [22, 23]. They are continuing to expand 
this work by including enhanced provenance 

analysis by adding an artifact-centric analysis in 
addition to an actor-centric analysis. Finally, future 
work will allow this technique to be applied in 
additional domains to refine the processes of finite 
state verification and attack tree extraction from 
fault trees. 
 
This project is funded by NSF’s SaTC program 
and involves UC Davis researchers Matt Bishop, 
Bertram Ludäscher, and Sean Peisert, and UMass 
Amherst researchers Lee Osterweil, Lori Clarke, 
and George Avrunin. 

Auditing Voting Systems While Preserving Secrecy  
and Anonymity

Election auditing verifies that the systems and 
procedures work as intended, and that the votes 
have been counted correctly. However, the audit 
trails, may contain information that either exposes 
the identity of the voter (enabling voter coercion); or 
contain information that communicates a message 
to a third party (enabling vote selling).  The goal of 
this project is to determine the information needed 
to assess whether e-voting machines operate with 
the desired degree of assurance, especially with 
respect to anonymity and privacy [5, 6, 17-19]. The 
CXG researchers conducted a detailed analysis 
of the open-source Scantegrity electronic voting 
system and are broadening their study to include 
an analysis of penetration testing/red-teaming 
techniques. 
 
This project is co-led by Matt Bishop and Sean 
Peisert and is funded by the NSF’s SaTC program. 

FIGURE 8: Communication pattern in chaining 
subprotocol.
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FIGURE 9: Highest level of election process.
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The Hive Mind: Applying a Distributed Security Sensor 
Network to GENI

The Hive Mind project1 defines and prototypes 
a security layer using a method of intrusion 
detection based on mobile agents and swarm 
intelligence (see Figure 10). The project’s goal is 
to provide a lightweight, decentralized, intrusion 
detection method that is adaptable to changing 
threats while communicating suspicious activity 
across hierarchical layers to humans who can 
respond when needed. The goal is to augment, not 
replace, more traditional security mechanisms. 
For example, the Hive Mind should be effective 
where computing power is highly limited; where 
host-based IDSs would be impossible or in highly 
distributed systems without well-defined monitoring 
points making network-based detection infeasible. 
The Hive Mind can then be used in parallel with 
traditional IDSs.

The DETERlab and ProtoGENI served as primary 
implementation and system evaluation test beds 
for this project. This implementation focused on 
detecting a wide variety of attack patterns across 
an array of 400+ nodes, specifically virtual Linux 
hosts. 
 
This project is led by Sean Peisert and is funded 
by NSF’s CISE Directorate. It also involves 
collaborations with Matt Bishop at UC Davis, Carrie 
Gates at CA Labs, and previously involved Deborah 
Frincke at PNNL.  

1 The Hive Mind: http://hivemind.cs.ucdavis.edu/.

Other Past Recent Projects

Three recent, but not currently funded projects 
include research in computer forensics and the 
insider threat.

Forensics 

CXG’s work in computer forensics has sought to 
establish a rigorous scientific model of forensic 
logging and analysis that is both efficient and 
effective at establishing the data necessary to 
record in order to understand past events. While 
forensics traditionally looks at available data and 
attempts to draw conclusions from it, CXG, in 
contrast, seeks to understand the questions that 
want to be answered, and then derive what data is 
necessary to support answers to those questions 
[11, 15-18, 21].   
 
Insider Threats 
 
CXG’s work on insider threats also takes a non-
traditional approach. Whereas, security has 
traditionally been defined with respect to a 
perimeter, using static and binary access control 
decisions, CXG asserts that such a perimeter 
no longer exists and traditional access control 
techniques inhibit authorized users from 
performing their job. They define the insider threat 
as a combination of (a) access to a particular 
resource, (b) knowledge of a particular resource, 
and/or (c) trust of an individual by a particular 
organization. Moreover, the insider threat is clearly 
not binary, but a spectrum of insiderness based on 
the aforementioned qualities. They are developing 
access control solutions that integrate this 
understanding while also being informed by social 
science of how users may react optimally to system 
access control and countermeasures [2-4, 14]. 
 
Resilience and Clean Slate Solutions 
 
CXG developed and evaluated a set of security 
requirements for critical systems, which included 
fundamental premises that those requirements 
would entail, and ideas for implementations 
that would instantiate those premises [20]. The 
overriding requirement guiding their paradigm 
was that “first principles” reflected the only real 
security strategy, where first principles are ideally 
provable, often measurable, and at least possible 
to order and bound. These principles allowed the 

FIGURE 10: Digital ants. 
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researchers to realize that many security policies 
may be in conflict, and as such, proofs, measures, 
and ordering gave an analyst (or even better, an 
automated system) the metrics needed in order 
to make informed decisions about how to resolve 
the conflicts. Several metrics that enable this, 
including state replication, data slicing, collusion, 
and information theory. 

On the other hand, sometimes the use of 
Byzantine fault tolerance and formal methods 
as described in CXG’s “first principles” solution 
comes only at great cost. Moreover, although such 
systems use 3f + 1 independent replicas and/
or redundancy to protect against f failures, this 
model itself can be attacked by overwhelming the 
traditional f threshold. Methods exist to merge 
intrusion detection concepts with Byzantine fault 
tolerance, but solutions are still typically binary, 
and the resources to attack those solutions 

are often lopsidedly small. CXG researchers 
and collaborators focus on a non-conventional 
definition of resilience that incorporates more 
than availability and also addresses integrity 
and confidentiality [20]. They propose a dynamic 
solution that uses a risk-based measure of a 
network’s current state of vulnerability [14] and 
an understanding of the complex failure modes 
of cyber-physical systems. Given the definition of 
resilience, we believe that some form of graceful 
transition and/or degradation to a pre-defined 
failure (but survivable) mode (e.g., fail-safe, 
fail-soft, fail-hard, fail-over) must be provided in 
the event that adversary resources exceed the f 
threshold. 
 
This project is a collaboration between Matt 
Bishop, Chen-Nee Chuah, and Sean Peisert. 
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SCIENTIFIC COMPUTING GROUP
The Scientific Computing Group’s (SCG) ultimate goal is to advance scientific computing by 
developing and enhancing applications in key scientific disciplines, as well as developing tools 
and libraries for addressing general problems in computational science. Members of SCG work 
on diverse scientific applications in a wide variety of fields including atmospheric modeling, 
materials science and nanoscience, chemical science, and biological science. These scientific 
applications are relevant to the missions of LBNL and DOE.

OVERVIEW OF HIGHLIGHTED PROJECTS

The Scientific Computing Group’s work is often in collaboration with other groups in CRD. 
This section includes information about their work with high performance linear solvers, 
and eigenvalue calculations in scientific applications. More information about the Scientific 
Computing Group’s work can be found in “Collaborative Projects,” under Berkeley Ice Sheet 
Initiative for CLimate ExtremeS (BISICLES) and Frameworks, Algorithms, and Scalable Technolgies 
for Mathematics (FASTMath).
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has also worked in many application areas ranging 
from nano-structures to actinide materials and 
gamma ray detectors. He won the Gordon Bell prize 
in 1998 and was a Computerworld Smithsonian 
Laureate in 2001.

RESEARCH STAFF
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JAMES DEMMEL is a 
distinguished professor 
of computer science and 
mathematics at UC Berkeley. 
His personal research interests 
are in numerical linear algebra, 
high performance computing, 
and communication avoiding 
algorithms. He is known for his 

work on the LAPACK and ScaLAPACK linear algebra 
libraries. He is also a member of the National 
Academy of Sciences, National Academy of 
Engineering, a fellow of the ACM, IEEE and SIAM, 
and winner of the IEEE Computer Society Sidney 
Fernbach Award, the SIAM J. H. Wilkinson Prize in 
Numerical Analysis and Scientific Computing, and 
numerous best paper prizes. He was an invited 
speaker at the 2002 International Congress of 
Mathematicians and the 2003 International 
Congress on Industrial and Applied Mathematics.

MACIEJ HARANCZYK is a research 
scientist in SCG. Haranczyk 
received a Ph.D. and M.S. in 
chemistry from University of 
Gdansk, Poland. He spent his 
postdoc appointment as a 
2008 Glenn T. Seaborg Fellow 
at LBNL. His research interests 
include the development of 

methods, tools and approaches to enable efficient 
molecular and materials discovery. 

LEX KEMPER is a 2012 Luis W. 
Alvarez Fellow in Computing 
Sciences. He studied physics 
at University of Florida, 
Gainesville and received 
his Ph.D. from Stanford 
University where he worked 
on applying computational 
approaches to studying high-

temperature superconductivity. Before joining 
LBNL, Kemper continued work at Stanford as a 
postdoc researcher. His main research interest 
is in pump-probe spectroscopy, which is a rapidly 
growing field with the capability of elucidating 
many aspects of complex materials physics. His 
project focuses on developing the theoretical tools 
and knowledge necessary to both understand 
the current experiments and to provide vision for 
future directions. 

JOHN GILBERT was a primary 
architect and developer 
of Matlab’s sparse matrix 
capability and of the SuperLU 
solver library. He received his 
Ph.D. in computer science 
from Stanford in 1981 and 
was a teacher, researcher, and 
manager at Cornell University 

and Xerox PARC. He has done fundamental work 
in sparse matrix algorithms and software. Gilbert 
now directs the Combinatorial Scientific Computing 
Laboratory at UC Santa Barbara, where his current 
research applies linear algebra and sparse matrix 
methods to discrete problems in the analysis of 
large graphs and networks. Gilbert has served in 
a number of advisory and consulting positions 
for industry and for government laboratories, and 
in various editorial and leadership capacities 
in the profession of applied mathematics and 
computational science. He is also a fellow of the 
Society for Industrial and Applied Mathematics.

NIELS GRONBECH-JENSEN has 
been a faculty scientist in SCG 
since 1999. He received his 
M.S. in applied mathematical 
physics in 1989 and his Ph.D. 
in physics in 1991, both from 
the Technical University of 
Denmark. While working at 
LBNL, he has also been a 

professor and researcher at Stanford University, 
Los Alamos National Laboratory, UCLA, UC 
Davis, the Niels Bohr Institute, University of 
Copenhagen, and finally the chair of the applied 
science program at UC Davis. Jensen’s research 
interests are theoretical condensed matter and 
statistical physics, dynamical systems, molecular 
dynamics for hard and soft matter, self-assembly, 
electrostatic effects, ion irradiation and radiation 
damage, superconducting device physics, 
macroscopic quantum systems, and numerical 
analysis and algorithms. He is a fellow of the 
American Physical Society, and among other 
awards, Jensen received an R&D 100 award and 
was honorable mention for the Gordon Bell Prize in 
1993 for the IEEE Computer Society.

Scientific Computing Group
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XIAOYE SHERRY LI works on 
fast and robust sparse linear 
solvers and next-generation 
computing for X-ray science. She 
develops scalable sparse direct 
and hybrid linear solvers, and 
effective preconditioners, which 
can solve the most challenging 
linear systems that are often too 

difficult for iterative methods. She also developed 
new theory for computational methods, HPC code 
and user interfaces for computing X-ray scattering 
patterns with complex nano-structures for the ALS 
and NGLS.

RICHARD LUIS MARTIN is a 
postdoc research fellow in 
SCG. He received his Ph.D. 
in cheminformatics and his 
B.S. in computer science 
and mathematics from the 
University of Sheffield. His 
research interests include the 
development of computational 

methods for the representation, searching and 
screening of chemical and material data.

DÁITHÍ STONE is a research 
scientist in SCG. His research 
concerns the detection and 
attribution of climate change 
and its effects on natural 
and human systems. One 
particular focus is on extreme 
events, assessing the degree 
to which the chance of 

these events may have been altered because of 
anthropogenic emissions. His roles include leading 
the international C20C Detection and Attribution 
project and the Weather Risk Attribution Forecast 
exercise, as well as serving as lead or contributing 
author on parts of the Fourth and Fifth Assessment 
Reports of the Intergovernmental Panel on Climate 
Change. Stone studied in Canada and France, and 
has worked in the U.K. and South Africa before 
joining LBNL.

MICHAEL F. WEHNER is a staff 
scientist in SCG. His current 
research concerns the 
behavior of extreme weather 
events in a changing climate, 
especially heat waves, intense 
precipitation, drought and 
tropical cyclones. Before joining 
LBNL in 2002, Wehner was 

an analyst at the Lawrence Livermore National 
Laboratory in the Program for Climate Modeling 
Diagnosis and Intercomparison. He is the author 
or co-author of over 90 scientific papers. He was 
also a member of the lead author team for the 
2009 White House report, “Global Climate Change 
Impacts in the United States” and is currently a 
lead author for both the Fifth Assessment Report 
of the Intergovernmental Panel on Climate Change 
and the upcoming Third US National Assessment 
on Climate Change. Wehner earned his master’s 
degree and Ph.D. in nuclear engineering from 
the University of Wisconsin–Madison, and his 
bachelor’s degree in physics from the University  
of Delaware.
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EIGENVALUE CALCULATIONS IN SCIENTIFIC APPLICATIONS

Research Highlights
Eigenvalue calculations arise in a number of 
DOE applications, such as accelerator modeling, 
materials sciences and chemistry, and nuclear 
physics. In accelerator modeling, eigenvalue 
calculations are used to study cavity resonance so 
that cavity design can be optimized.

In materials sciences, chemistry and nuclear 
physics, eigenvalue calculations are used to 
approximate the solution of the many-body 
Schrödinger equation, which can in turn be used 
to study the electronic, chemical and optical 
properties of materials. Eigenvalue calculations 
also play an essential role in data analysis and 
classification.

Developing efficient and scalable algorithms and 
implementations for eigenvalue calculations is 
a major component of the SciDAC project. SCG’s 
eigenvalue calculation efforts date back to the 
TOPS project in SciDAC-1 and 2, and is currently 
funded within the FASTMath institute in SciDAC-3.

In addition to core algorithmic development and 
scalable implementation, SCG has also been 
working with application scientists on integrating 
eigensolvers with application codes. For example, 
they have integrated the Parallel ARnoldi PACKage 
(PARPACK) with Omega3P, a finite element 
frequency domain Maxwell equation solver 
for particle accelerators. SCG also integrated 
PARPACK with MFDn, a configuration interaction 
code for computing both the ground and excited 
states of light nuclei. They plan to integrate their 
research in SciDAC-3 with quantum chemistry 
codes such as Qchem, NWChem and materials 
science codes such as BerkeleyGW and CP2K. In 
almost all applications, the eigenvalue problems 
SCG solves are large and sparse or structured.

There are two main components in SCG’s latest 
work in eigenvalue calculations. First, they are 
improving the performance of Lanczos-based 
eigensolvers for computing a few eigenpairs of 
symmetric sparse matrices on a many/multi-
core system [1]. Their goal is to reduce the 
communication overhead as much as possible. 
SCG researchers are using two main techniques to 

achieve this. Their first technique is to reorganize 
the computational tasks and mapping them to 
processing units in a way that exploits the network 
topology. The second technique uses hybrid and 
overlapped OpenMP/MPI implementation to hide 
communication overhead. Figure 1 shows that 
by using these two techniques, SCG was able 
to speed up the previous implementation of the 
Lanczos method substantially for an application 
problem arising from nuclear structure. Second, 
SCG researchers are developing algorithms that 
can be used to compute a relatively large number 
of eigenpairs of symmetric sparse matrices 
(e.g., one percent of the eigenvalues of a million-
dimensional matrix) using two approaches: (i) 
spectrum slicing, where the basic idea is to divide 
the desired part of the spectrum into several 
subintervals and compute eigenvalues within 
each interval in parallel; and (ii) penalized trace 
minimization. This last approach relies on BLAS3 
operations and reduces the number of Rayleigh–
Ritz calculations which often do not scale well on 
large-scale parallel computers.

In SciDAC-3, SCG along with other collaborators 
are involved in a number of parternship projects 
that require eigenvalue computation. One type of 
problem is the density functional theory problem 
that requires solving nonlinear eigenvalue 
problems in which the matrix depends nonlinearly 
on a subset of its eigenvectors. SCG developed 

Figure 1: Speedup achieved by using a topology awared 
eigensolver that makes use of hybrid OpenMP/MPI on 
an nuclear structure eigenvalue problem (10B, Nmax= 8, 
Mj=1). Version 1 is the previous implementation. Version 6 
contains all improvements made in 2011.
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efficient preconditioning technique to accelerate 
a class of quasi-Newton methods for solving 
these type of problems. Another type of problem 
arises from using the configuration interacting 
technique to solve quantum many-body problems 

The development of a highly efficient eigensolver 
enables scientists at SLAC to simulate the 
electromagnetic field and resonance properties 
of new cavity designs for the International Linear 
Collider (ILC) in much greater detail.

Improving the performance of the eigensolver 
in the MFDn program enables nuclear physics 
collaborators to predict properties of several light 
nuclei. For example, they were recently able to 
predict properties of fluorine-14, an exotic short-
lived nucleus for the first time. These properties 
were later confirmed by experiments performed at 
Texas A&M University’s Cyclotron Institute.

The development of highly efficient nonlinear 
eigensolvers allows materials scientists to examine 
a number of microscopic properties of complex 
materials quickly, and enable them to design and 
screen new materials that are suitable for new 
energy applications.

Scientific Impact

CRD Contact

Chao Yang

SCG Collaborators

Hasan Metin Aktulga, Sherry Li, Lin Lin, Esmond Ng

LBNL Collaborators

Steven Louie (Materials Sciences Division/
Molecular Foundry), Jeff Neaton (Materials 
Sciences Division/Molecular Foundry), Martin 
Head-Gordon (Chemical Sciences Division/UCB), 
Wick Haxton (Nuclear Physics Division)

Other Collaborators

James Vary (Iowa State University), Pieter Maris 
(Iowa State University), Jim Cheliokowsky (University 
of Texas, Austin), Yousef Saad (University of 
Minnesota), John Pask (LLNL), Roberto Car 
(Princeton University), Weinan E (Princeton 
University), Christopher Cramer (University 
of Minnesota), Laura Gagliardi (University of 
Minnesota), Bert de Jong (PNNL)

[1] H. M. Aktulga, C. Yang, E. G. Ng, P. Maris, and J. P. Vary. 
“Topology-aware mappings for large-scale eigenvalue problems.” 
C. Kaklamanis, T. Papatheodorou, and P. G. Spirakis, editors, 
Proceedings of the Europar2012 Conference, Lecture Notes in 
Computer Science, Berlin, Heidelberg, Springer 2012, pages 
830-842.
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in computational chemistry. SCG researchers and 
collaborators are in the process of developing fast 
iterative methods and preconditioning techniques 
to tackle large problems for chemistry.
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HIGH PERFORMANCE LINEAR SOLVERS

Research Highlights
For high performance linear solvers, SCG’s 
objective is to develop scalable sparse direct 
linear solvers and effective preconditioners that 
are critical in the simulations of numerically 
challenging problems. Their main goal is the 
development of three types of linear solvers: 
direct solvers, the Schur complement based 
hybrid direct and iterative solver, and near-
optimal preconditioners using hierarchical matrix 
techniques.

Direct solvers are based on LU decomposition and a 
triangular solution. The main code base is SuperLU, 
which is widely adopted in academia and industry. 
SCG’s new development focuses on enabling 
the effective use of many-core systems with 
heterogeneous node architectures, such as NUMA 
multi-core nodes. The significant accomplishments 
are summarized as follows. In recent years, the 
SuperLU solver suite has been downloaded on 
the order of 10,000 times annually. In particular, 
it received over 24,000 downloads in fiscal year 
2012. SuperLU is used in numerous large-scale 
simulation codes in DOE and in many academic 
institutions. SuperLU is also used in a variety of 
commercial applications, including Walt Disney 
Feature Animation, airplane design (e.g., Boeing), 
oil industry (e.g., Chevron), and semiconductor 
industry (e.g., AMD). It has been adopted by many 
commercial mathematical libraries and software, 
including Cray’s LibSci, FEMLAB, HP’s MathLib, 
IMSL, NAG, OptimaNumerics, and Python (SciPy). 

The second is the Schur complement based hybrid 
direct and iterative solver. SCG uses the non-
overlapping domain decomposition framework, 
which blends direct solvers for the solution of the 
subdomain variables with preconditioned iterative 

solvers for the solution of the interface variables 
(i.e., Schur complement system). The main code 
base is called the Parallel Domain decomposition 
Schur complement based linear solver (PDSLin). A 
salient feature of PDSLin is to employ hierarchical 
parallelism to avoid increasingly ill-conditioning of 
the Schur complement system when increasing 
the number of processing cores. A significant 
accomplishment SCG achieved was to solve the 
3D accelerator RF cavity design problem, involving 
highly indefinite linear systems of 52 million 
unknowns using 8,192 processing cores.

The third type of linear solver is near-optimal 
preconditioners using the hierarchical matrix 
techniques. SCG employs the truncated singular 
value decomposition (SVD) type of compact 
representation for the numerical low-rank 
submatrices arising from many discretized PDE 
problems. In particular, they have been using 
hierarchically semi-separable (HSS) matrices 
to represent such low-rank structures with 
hierarchical bases, which lead to near-linear time 
and low-memory factorization algorithms. 

One significant accomplishment achieved by using 
this linear solver was the solution to the industrial-
strength problem: 3D anisotropic Helmholtz 

Figure 2: ITER Tokamak (left). Illustration of simulation 
code M3D-C1 high-order finite element discretization of the 
tokamak structure. Top view: 16–32 toroidal prisms (center). 
Slice view: ~104 nodes per plane (right).

Figure 3: The accelerator hardware (left), a routinely solved RF cavity (center), and a 3-cryomodule RF Unit of the 
International Linear Collider Main Linac (right). The nonlinear eigenvalue problems arise when designing the cavities with 
waveguide coupling for multiple waveguide modes.
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equations for seismic imaging with 6.4 billion 
unknowns using 4,096 processing cores. No other 
solvers were able to solve this type of problem with 
the scale and resolution.

Some important applications of SCG’s linear 
solvers are in fusion physics and accelerator 
physics. The study of fusion physics applications 
is important in discovering how to harness the 
ultimate clean energy, fusion energy. Fusion 
energy does not contribute to global warming, 
the fuel is inexhaustible, there are no safety or 
weapons spin-off concerns, and there is no intrinsic 
long-term radioactive byproducts. Scientists at 
Princeton Plasma Physics Laboratory and LBNL 
have used computer modeling for a prototype 
fusion reactor, the International Thermonuclear 
Experimental Reactor (ITER), which is now being 
constructed in France. The US is one of seven 
nations participating in its funding and operation. 
ITER is based on the tokamak concept, which is 
a doughnut shaped vessel filled with a very high 
temperature gas (plasma) and extremely strong 
magnetic fields. In order to optimize the operation 
and output of ITER, scientists need to solve the 
equations that describe the magnetized plasma, 
just as aircraft designers solve the equations of 
fluid flow to optimize the design of an aircraft. 
These equations are very complex, and require 
specialized software. Several of the leading codes 
that are being used for predicting and optimizing 
the performance of ITER and other smaller 
experiments have used SuperLU, which is by far 
the most efficient software package for solving 
these equations. SuperLU makes calculations of 

SCG’s sparse solvers have been used in many 
scientific simulation codes worldwide. They provide 
fast and reliable solutions for very challenging 
linear systems arising from many scientific 
disciplines, such as accelerator, fusion, materials, 
quantum chemistry, and fluid mechanics.  

Scientific Impact

unprecedented accuracy and efficiency that are of 
critical importance if scientists are to get the most 
out of the $10 billion ITER experiment. This also 
gives the US scientists somewhat of an edge over 
our international partners, and may also give us an 
advantage in designing and building the follow-on 
“DEMO” commercial fusion power plant. 

Another example is in particle accelerator physics. 
Fourteen of the twenty-eight facilities in the DOE 
twenty-year outlook on Facilities for the Future 
of Science are particle accelerators. Scientists 
at SLAC National Accelerator Laboratory have 
developed an electromagnetics modeling code, 
Omega3P, to optimize cavity shapes for increased 
accelerating gradient and beam current. Here, 
they perform the frequency domain analysis using 
finite element discretization, which can provide 
high fidelity modeling for complex geometries of 
cavities. This requires finding the eigenmodes of 
electromagnetic cavities modeled by Maxwell’s 
equations. The computational challenges come 
from the nonlinearity of the eigenvalue problems 
and the need for finding the interior eigenpairs. 
The most reliable approach to solving such 
eigenvalue problem is shift-invert Lanczos in which 
the demanding task is to solve the indefinite and 
ill-conditioned linear systems. SCG’s linear solvers, 
SuperLU and PDSLin, have been used to solve 
these challenging equations reliably and efficiently. 
A significant accomplishment is the successful 
modeling of the 3D radio frequency (RF) cavity 
shape, which involves the solution of the highly 
indefinite linear systems of 52 million unknowns 
using 8,000 or more processing cores.
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BIOLOGICAL DATA MANAGEMENT AND  
TECHNOLOGY CENTER
The Biological Data Management and Technology Center (BDMTC) is responsible for the 
development and maintenance of the Integrated Microbial Genomes (IMG) systems. The IMG 
systems enable scientists to study microbial genomes, single cell genomes, and microbial 
community metagenomes in the integrated context of an expanding universe of genome and 
metagenome datasets generated by sequencing centers worldwide. The IMG systems consist 
of a data warehouse, genome and metagenome annotation (data interpretation) pipelines, data 
integration utilities, and application specific analysis toolkits.

The Database Systems Group develops and maintains the data management infrastructure 
for the IMG systems; the tracking system for the microbial and metagenome annotation and 
integration; the functional annotation and data integration pipelines for isolate microbial 
genomes; and the data integration pipeline for metagenomes. In addition, this group is 
responsible for creating and maintaining the content for individual genome and metagenome 
portals for data distribution. 

The Data Analysis Group develops, deploys, and maintains data exploration and comparative 
analysis tools and viewers that are part of the IMG user interfaces. 
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OVERVIEW OF HIGHLIGHTED PROJECTS

The Biological Data Management and Technology Center highlighted projects include 
information about the Integrated Microbial Genomes systems, focusing on data management 
and data analysis. 

The IMG system has been developed in partnership with scientists of the Microbial Genome and 
Metagenome Program (MGMP) at the DOE Joint Genome Institute (JGI), in particular Nikos C. 
Kyrpides, head of MGMP, Natalia N. Ivanova, and Kostas Mavrommatis. Shane Cannon (NERSC) 
has contributed to extensions of the IMG data management infrastructure and data processing 
pipelines that addressed data content scalability challenges.

VICTOR M. MARKOWITZ is a Senior 
Scientist and the Department 
Head of the Biological Data 
Management and Technology 
Center (BDMTC). Markowitz 
joined LBNL in 1987 where he 
led the development of data 
management and integration 
tools used for developing public 

and commercial genome databases, such as the 
Genome Database at the Johns Hopkins School of 
Medicine in Baltimore, and the German Genome 
Resource Center’s Primary Database in Berlin.

In 1997 he joined Gene Logic Inc. as CIO and 
Senior Vice President, Data Management Systems, 
responsible for the development and deployment 
of Gene Logic’s data management products and 
software tools, including its flagship Genesis, one 
of the largest commercial gene expression data 

BDMTC DEPARTMENT HEAD

management deployed at tens of pharmaceutical 
and biotech companies worldwide. In 2004, 
Markowitz returned to LBNL’s Computational 
Research Division to head BDMTC, where he 
oversaw the development of the DOE Joint Genome 
Institute’s Integrated Microbial Genomes (IMG) 
family of systems used by a large community of 
scientists worldwide for conducting microbial 
genome and metagenome studies. Markowitz 
received his M.S. and D.S. degrees in computer 
science from Technion, the Israel Institute of 
Technology.  He has conducted research in various 
data management and database areas, and has 
authored over sixty articles and book chapters 
on various aspects of databases and scientific 
data management. He has served on review 
panels and program committees for database and 
bioinformatics programs and conferences.

Biological Data Management and Technology Center
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KEN CHU is the Group Lead for 
the Data Analysis Group in 
BDMTC. He is responsible for 
the design, development, and 
deployment of the analysis 
tools and user interfaces for 
the IMG family of systems. He 
received a B.S. in computer 
science and electrical 

engineering from University of Toronto. Before 
joining BDMTC in 2006, Chu was a software 
engineer at Gene Logic where he developed key 
components of Gene Logic’s flagship Genesis and 
Ascenta data management platforms for gene 
expression data, one of the most successful data 
management systems of their kind, deployed to 
tens of pharmaceutical and biotech companies.

JENNY HUANG is currently 
working on the analysis and 
visualization of large genomic 
and metagenomic datasets in 
the IMG family of systems. She 
received her Ph.D. in molecular 
and cellular biology, her M.S. 
in civil and environmental 
engineering from the University 

of Delaware, and her B.S. in biology from University 
of Science & Technology, China. Before joining 
BDMTC in 2010, Huang worked at Gene Logic 
on user interface components of Gene Logic’s 
flagship Genesis data management platforms for 
gene expression data.

YINGJIE LIN is a software 
engineer in BDMTC who 
develops user interface 
components for the IMG family 
of systems. She received her 
Ph.D. in biomedical sciences 
and bioinformatics from Mount 
Sinai School of Medicine at 
New York University and a 

B.S. in biological sciences from Peking University. 
Before joining BDMTC in 2012, Lin worked on 
developing structural biology web applications.

BIJU JACOB joined BDMTC 
in 2009 as a software 
engineer responsible for 
the development of user 
interface components for the 
IMG family of systems. He 
received his M.S. in computer 
science from the University of 
Illinois, and another M.S. in 

mathematics from the University of Madras, India. 
He also received a B.S. in physics, chemistry, and 
mathematics from Bangalore University, India. 
Before joining BDMTC, Jacob worked as a software 
engineer at Elsevier, which publishes science 
and health information serving over 30 million 
scientists worldwide. 

ANNA RATNER develops 
visualization tools for microbial 
and metagenome data in 
the IMG family of systems. 
She received her Ph.D. in 
immunology from UCLA. Before 
joining BDMTC in 2008, Ratner 
worked for seven years as a 
software engineer at Gene 

Logic where she designed and developed various 
components of Gene Logic’s flagship Genesis and 
Ascenta data management platforms for gene 
expression data, one of the most successful data 
management systems of their kind, deployed to 
tens of pharmaceutical and biotech companies.

DATA ANALYSIS GROUP RESEARCH STAFF
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ERNEST SZETO is a bioinformatics 
software engineer in the 
Database Systems Group. 
He received his M.S. in 
bioinformatics from Polytechnic 
University of NYU, and his 
B.S. in civil engineering from 
Stanford University. Szeto 
joined LBNL in 1981, and 

has implemented many application tools for data 
management, functional analysis and prediction, 
and data loading. He currently focuses on issues of 
scaling up computation and data management for 
very large amounts of genomic and metagenomic 
data consisting of billions of genes.

JON BERTSCH is a bioinformatics 
engineer in the Database 
Systems Group. He received 
a Ph.D. in plant molecular 
and physiologic biology from 
UC Berkeley and a B.S. in 
biochemistry from Cambridge 
University, England. He is 
currently working in the IMG 

group on projects related to the IMG database 
pipeline for data loading and maintenance of the 
IMG biological databases. Before he joined BDMTC, 
Bertsch worked in biology research and web 
applications.

MANOJ PILLAY received his M.S. 
in computer and information 
sciences from the University 
of Delaware. Before joining 
BDMTC in 2010, Pillay worked 
at the Delaware Biotechnology 
Institute, University of Delaware, 
where he was a member of 
the production bioinformatics 

team responsible for acquiring, processing and 
integrating public genomic data with expression 
data. He is currently responsible for integrating 
metagenome datasets into the Integrated Microbial 
Genomes (IMG) data warehouse and for the 
distribution of individual genome and metagenome 
datasets to IMG users.

DATABASE SYSTEMS GROUP RESEARCH STAFF

I-MIN A. CHEN is the Group Lead 
of Database Systems Group 
in BDMTC. She received her 
Ph.D. in computer science 
from the University of Southern 
California. Her research focuses 
are on semantic and object-
oriented data modeling, and 
biological data management. 

Chen currently works on improving the consistency 
and completeness of genomic data annotations in 
the IMG database.

KRISHNA PALANIAPPAN, as a 
member of the Database 
Systems Group, is responsible 
for the design, integration and 
maintenance of the Oracle data 
warehouse of the IMG system, 
which involves integration of 
genomic and metagenomic 
data, functional annotation 

data, and transcriptomics and proteomics data. 
She earned a Ph.D. in computer science from 
Nova Southeastern University, an M.S in computer 
science from Northern Illinois University, and a 
B.S. in biology from University of Madras, India. 
Her research focuses are on applying machine 
learning methods for predicting genomic features, 
genomic data modeling, and large-scale genomic 
data integration for comparative genome analysis. 
Palaniappan is also working on improving the 
current IMG data loading pipeline steps, Oracle 
query performance and tuning, as well as improving 
the consistency and completeness of genomic data 
annotations in the IMG database.

YURI GRECHKIN is responsible 
for enzyme and metabolic data 
loading in IMG. He received his 
M.S. in computer science from 
Moscow Technical University, 
and he joined LBNL in 2005. 
Grechkin helps with genome 
review, and genome and 
gene replacement in the IMG 

database and, in addition, he manages the data 
and metadata synchronization between the IMG 
database and Genomes Online Database (GOLD).

Biological Data Management and Technology Center
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MICROBIAL GENOME AND METAGENOME DATA MANAGEMENT WITH THE IMG SYSTEM

System Highlights

2005, IMG has grown from an initial content of 
about 300 genomes, with a total of 2 million 
genes, to 10,137 bacterial, archaeal, eukaryotic 
and viral genomes, and 2,100 metagenome 
samples, with about 8 billion genes (as of 
November 10, 2012). 2,431 genomes and 829 
metagenome samples in IMG are “private,” that is, 
they are owned by scientists who have password 
protected access to study them before their public 
release. About 30% of the genomes and 75% 
of the metagenome samples in IMG have been 
sequenced at DOE’s Joint Genome Institute, with 
the rest sequenced at other centers worldwide. 

The effective comparative analysis of microbial 
genomes and metagenomes requires a consistent 
and complete view of biological data. The 
consistency of the biological data regards the 
biological coherence of annotations, while the 
completeness of the data regards the extent 
and coverage of functional characterization for 
genomes and metagenomes. Microbial genomes 
and metagenomes are characterized in IMG 
using different functional annotation resources, 
thus providing a comprehensive framework for 
identifying and resolving annotation discrepancies, 
as illustrated in Figure 2. IMG also contains 
organism metadata that include experimentally 
observed phenotypes ranging from relatively 
simple features, such as the ability to produce 
certain enzymes, to more complex characteristics, 

CRD’s Biological Data Management and Technology Center 
(BDMTC) developed and currently maintains the Integrated 
Microbial Genomes (IMG) system.1 The IMG system provides 
the integrated data management environment required 
for studying microbial genomes and microbial community 
metagenomes in the context of an expanding universe of 
genome and metagenome datasets generated by sequencing 
centers worldwide. 

At the core of the IMG system is a data warehouse 
that contains genome and metagenome 
datasets provided by scientific users, as well 
as public bacterial, archaeal, eukaryotic, and 
viral genomes from the US National Center for 
Biotechnology Information genomic archive and 
a rich set of engineered, environmental and 
host associated metagenomes. Genomes and 
metagenome samples are processed using IMG’s 
microbial genome and metagenome sequence 
data processing pipelines. The genomes and 
metagenomes are then integrated into the 
data warehouse using IMG’s data integration 
pipelines. IMG data integration involves metadata 
characterization, as illustrated in Figure 1.

Microbial genome and metagenome analysis 
is conducted in terms of genes, genomes and 
metagenome samples. From its first release in 

1   http://img.jgi.doe.gov/

Figure 1: Figure 1: IMG data submission and metadata 
characterization. (i) Genome and metagenome datasets 
are provided by scientists for processing and inclusion into 
IMG via IMG’s data submission site. (ii) Datasets in
IMG/M are organized using a hierarchical classification that 
is critical for conductive comparative analysis. (iii) Datasets 
are associated with metadata, such as environmental data, 
and (iv) sample and sequencing information.

Figure 2: Reviewing functional annotation consistency in 
IMG. Functional annotations from different sources in IMG 
provide support for identifying annotation discrepancies. 
This figure shows the relationship between gene sets 
annotated with the same functional role by different protein 
classifications and annotation resources, namely COG, 
Pfam, TIGRfam, SEED, and KEGG Orthology.

Biological Data Management and Technology Center
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IMG provides support to scientists conducting 
microbial genome and metagenome studies1 and, 
as of November 15th, 2012, had 2,585 registered 
users worldwide (Figure 3).

The development of IMG’s large-scale data 
processing, integration and analysis capabilities 
has required computer science, software 
engineering, and bioinformatics expertise. Running 
IMG’s data processing and integration pipelines 
on a regular basis requires a high performance 
and high-throughput computing infrastructure. 
1 A list of publications enabled by IMG is available at: 
https://img.jgi.doe.gov/publication. 

Scientific Impact

such as growth requirements or energy metabolism 
type. A rule-based system for predicting phenotypes 
in IMG provides a powerful mechanism for 
validating functional annotations, whereby the 
phenotypic traits of an organism are inferred based 
on the presence of certain metabolic reactions 
and pathways and compared to experimentally 
observed phenotypes. 

IMG’s maintenance activities are mainly of a 
production nature, including regular (bi-weekly) 
genome and metagenome content updates 
and tuning the underlying data management 
infrastructure consisting of the Oracle database 
management system and the open source Berkeley 
DB (database) system. IMG’s infrastructure is 
continuously revised in order to cope with the rapid 
increase in the number and the size of the genome 

and metagenome datasets. The infrastructure 
also strives to improve query performance and 
accommodate new data types, such as new 
functional annotations or experimental results. 

IMG’s data processing and integration 
processes involve massively parallel data 
intensive computations and, therefore, require 
high performance computing capabilities. The 
iterative nature of these processes requires a 
high-throughput computing environment. LBNL’s 
National Energy Research Scientific Computing 
Center (NERSC) provides the computing 
infrastructure employed by IMG’s data processing 
and integration pipelines.

Figure 3: 
Distribution by 
country of 2,585 
IMG registered 
users worldwide.

Therefore, IMG has become a unique resource 
for scientists conducting microbial genome and 
metagenome analysis worldwide.

CRD Contacts

Victor M. Markowitz, I-Min A. Chen, Ken Chu

Collaborators

Nikos C. Kyrpides (MGMP/JGI), Natalia N. Ivanova 
(JGI), Kostas Mavrommatis (JGI), Shane Cannon 
(NERSC) 
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MICROBIAL GENOME AND METAGENOME DATA ANALYSIS WITH THE IMG SYSTEM

System Highlights

 
The examples in Figures 4 and 5 illustrate several 
key characteristics of conducting analyses with 
IMG. First, genome/metagenome analysis is 
an iterative process that involves a sequence 
(composition) of data exploration and comparative 
analysis operations. The composition of operations 
is facilitated by carts used for transferring results 
consisting of sets of objects (genomes, scaffolds, 
genes, functions) of interest between individual 
operations. 

Second, analysis results are presented in multiple 
formats, including domain specific viewers, in 
order to facilitate the exploration of large results. 
Some domain specific viewers are available as 
open source tools, but need to be adapted to 
and integrated seamlessly into the IMG data 
environment. 

Third, metagenome dataset comparisons need to 
take into account the stochastic nature of such 
datasets and test whether differences can be 
ascribed to chance variation or not, with results 
including an assessment of statistical significance, 
as illustrated in Figure 5. 

Finally, the iterative nature of the IMG analysis 
process entails rapid response time (high 
performance) for individual operations. As the 

CRD’s Biological Data Management and 
Technology Center (BDMTC) has developed and 
maintains the Integrated Microbial Genomes 
(IMG) system. IMG’s data warehouse provides 
the integrated environment required for 
studying microbial genomes and microbial 
community metagenomes. Microbial genome 
and metagenome specific user interfaces provide 
access to different subsets of IMG’s data and 
analysis toolkits: IMG1 and IMG/M,2 which support 
the analysis of publicly available isolate genomes 
(IMG/W) and metagenomes (IMG/M) in the 
context of all public IMG datasets; IMG ER3 and 
IMG/M-ER4 which provide registered IMG users 
with tools for expert review analysis and the 
curation of their password protected genomes 
(IMG ER) and metagenomes (IMG/M ER) in the 
context of all public IMG datasets. 

IMG genome and metagenome data analysis 
consists of operations involving genomes and/
or metagenome datasets, genes, and functions, 
which can be selected, explored individually, 
as illustrated in Figure 4, and compared, as 
illustrated in Figure 5.

1  https://img.jgi.doe.gov/w
2  https://img.jgi.doe.gov/m
3  https://img.jgi.doe.gov/er
4  https://img.jgi.doe.gov/mer

Figure 4: IMG data exploration. (i) 
Datasets can be examined using 
browsing, searching, or data sharing 
tools. (ii) “Scaffold Cart” allows the 
user to select scaffolds based on 
properties such as gene content. 
(iii) “Phylogenetic Distribution of 
Genes” provides an estimate of 
the phylogenetic composition of a 
genome or metagenome sample, 
with the result displayed using (iv) the 
“Radial Phylogenetic Tree” viewer, or 
(v) a tabular format consisting of a 
histogram. The histogram shows the 
quantity of protein-coding genes in the 
sample. It species which genes have 
the best similarity matches to proteins 
of isolate genomes in each phylum or 
class with different percent identities. 
(vi) The organization of genes by their 
assignment to COGs can be displayed 
in a pie chart format.

Biological Data Management and Technology Center
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The development of IMG’s data analysis tools 
is driven by and evaluated within the context of 
microbial genome and metagenome studies, 
whereby these tools substantially help reduce the 
time required for typical analyses. IMG provides 
support to a large community of scientists 
worldwide1 conducting microbial genome and 
metagenome studies.2

The IMG analysis tools are continuously improved in 
terms of their analytical capabilities, usability and 
performance. Since 2007, hands-on IMG training 
workshops have been attended by 615 scientists 
from 53 countries and have served as a source of 
feedback on the effectiveness of IMG’s tools.
1  As of November 15th, 2012, IMG had 2,585 registered 
users in 63 countries across 6 continents.
2  A list of publications enabled by IMG is available at: 
https://img.jgi.doe.gov/publication.

Scientific Impact

number and size of new genome and metagenome 
datasets included into IMG increases rapidly, 
the organization of these datasets needs to be 
continuously revised in order to maintain the 
performance of analysis operations.

IMG analysis tools are effective in revealing gaps in 
microbial genome and metagenome annotations, 
such as genes with missing or inconsistent protein 

Figure 5: IMG comparative analysis. “Abundance 
Profile Search’’ allows users to find protein families 
(e.g., Pfams) in metagenomes and genomes 
based on their relative abundance, such as 
(ii) finding all protein families (e.g., Pfams) in 
a sample that are at least twice as abundant 
as in a second sample and are at least twice 
less abundant than in a third sample. (iii) The 
“Abundance Profile Search Results’’ consist of 
a list of protein families that satisfy the search 
criteria together with the metagenomes or 
genomes involved in the comparison and their 
associated raw or normalized gene counts. (iv) 
The “Function Category Comparison’’ tool allows 
users to compare a metagenome dataset with 
other metagenome or reference genome datasets 
in terms of the relative abundance of functional 
categories (e.g., COG Pathway). (v) The result of 
this comparison lists for each function category, 
F, the number of genes and estimated gene copies in the target (query) metagenome associated with F, and for each 
reference genome/metagenome the number of genes or estimated gene copies associated with F, as well as an 
assessment of statistical significance in terms of associated p-value and d-ran.

product names, missing enzymes in the context 
of biological pathways, and genes missed by 
automated gene prediction. The Expert Review 
(ER) versions of IMG user interfaces provide the 
curation tools needed to address such annotation 
gaps, whereby these tools are coupled seamlessly 
with the analysis tools used for reviewing 
annotations.

Biological Data Management and Technology Center

An education-specific version of IMG, IMG EDU, has 
provided support for teaching over 210 microbial 
genome and metagenome analysis courses to over 
4,500 students at tens of colleges across the US.

CRD Contacts

Victor M. Markowitz, I-Min A. Chen, Ken Chu

Collaborators

Nikos C. Kyrpides (Head of MGMP, JGI), Natalia N. 
Ivanova (JGI), Kostas Mavrommatis (JGI) 
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FUTURE TECHNOLOGIES GROUP
The Future Technologies Group (FTG) is a research group committed to the design and 
development of hardware and software systems that allow scientists to more effectively use 
extreme-scale computers. The members of this group work to create and improve computer 
architectures (both software and hardware), languages, operating systems, and conduct per
formance evaluations for all aspects of computers and applications. The group seeks to push 
computer science to new limits in order to allow scientists to analyze and solve the most 
challenging problems.

OVERVIEW OF HIGHLIGHTED PROJECTS

Members of FTG work closely with different application scientists (e.g., scientists in climate 
modeling, astrophysics, fusion simulation, life sciences, and nanoscience), along with faculty and 
students from the Electrical Engineering and Computer Sciences Department at UC Berkeley. 
They also work with the NERSC production computing facility. They have access to leading-
edge production computing platforms, as well as hardware prototypes of experimental systems. 
FTG members publish many of their findings in top journals and conferences, and they have 
developed software systems that are widely used outside of the group.

The Future Technologies Group’s research includes work on resiliency for large-scale 
computers, auto-tuning X-Stack, GASNet: Software Abstraction of Network Interconnect 
for PGAS Languages and Libraries, and Berkeley UPC (BUPC): Open-source Portable High-
performance UPC. Their work is often in collaboration with multiple institutions, including MIT 
and the Princeton Plasma Physics Laboratory.
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ERICH STROHMAIER is a Senior 
Scientist and Group Lead of 
FTG. His current research 
focuses on performance 
characterization, evaluation, 
modeling, and performance 
engineering. He is the Principal 
Investigator of the CACHE 
Institute, a joint mathematics 

and computer science institute focused on 
communication avoiding and communication hiding 
at extreme scales. He is also involved in a leading 
role in the DEGAS (Dynamic Exascale Global 
Address Space) programming environment project. 
Strohmaier is one of the founders of the TOP500 
project. 

DANIEL BURKE serves as 
project manager for the new 
Computer Architecture Lab to 
explore low-energy approaches 
for the DOE’s Exascale 
Computing Initiative. Since 
2006, he has collaborated 
on joint projects while at UC 
Berkeley, including RAMP and 

GreenFlash, which evolved into the co-design 
thrust of the Exascale Computing Initiative. Burke 
is primarily engaged in system design and project 
management of next generation reconfigurable 
platform systems in support of processor, system, 
and ASIC (application-specific integrated circuit) 
research. Burke is currently working on projects 
like investigations of high core-count, many-core 
systems and associated optimized software, and 
ultra high efficiency systems and implementation 
(algorithm design, operating system interaction, 
RTL emulation). He received his B.S. in physics and 
math from Texas A&M University, and his M.S. in 
computer engineering from the University of Illinois, 
with research design experience at Caltech, UIUC, 
and NCSA serving in roles ranging from design to 
project management.

COSTIN IANCU is currently working 
on programming models and 
code optimization for large-scale 
parallel systems, while focusing 
on simple and practical designs. 
Iancu graduated in 2001 with 
a Ph.D. in computer science 
from UC Santa Barbara. Over 
the years, he has been involved 

in many projects connected to LBNL, including the 
Berkeley UPC, FastOS, DEGAS, Corvette, and THOR.

AYDIN BULUÇ is a research 
scientist in FTG working on 
high performance graph 
analysis, libraries, and their 
applications in genomics and 
bioinformatics. His current 
research also includes parallel 
sparse matrix computations 
and communication-avoiding 

algorithms. Previously, he was a Luis W. Alvarez 
Postdoctoral Fellow. He received his Ph.D. in 
computer science from UC Santa Barbara in 2010 
and his B.S. in computer science and engineering 
from Sabanci University, Turkey in 2005. As a 
graduate student, he spent a semester at the 
Math Department of MIT, and a summer at Sandia 
National Labs’ CSRI institute,  New Mexico. BuluÇ 
has architected and contributed to parallel graph 
libraries like the Combinatorial BLAS and the 
Knowledge Discovery Toolbox (KDT). 

CY CHAN is a computational 
science postdoc research 
fellow in FTG, working on 
developing new techniques 
for software optimization and 
novel programming models 
for HPC systems. His current 
research interests include the 
analysis and optimization of 

multi-physics fluid simulation codes for hardware/
software co-design and the development of 
new programming methodologies to automate 
this process on exascale systems. His recent 
publications have introduced and studied auto-
tuners for sparse linear systems including multigrid 
solvers. In addition to these pursuits, Chan is also 
interested in developing collaborations in other 
areas of renewable energy applications research.

RESEARCH STAFF

Future Technologies Group
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KHALED IBRAHIM is a research 
scientist in FTG. He joined 
LBNL in 2009, coming from 
INRIA, Bregtane, France. He 
obtained his Ph.D. in computer 
engineering from North 
Carolina State University in 
2003. Some of his research 
interests include code 

optimization for high performance computing 
and the use of accelerators for cost/power 
effective supercomputing; virtualization and cloud 
computing environments for high performance 
computing; speculation in shared-memory 
multiprocessor system, architectural support for 
secure computing on multiprocessor systems; 
and finally, power-aware scheduling of embedded 
applications on multiprocessor system-on-chip.

PAUL HARGROVE has been a 
full-time staff member at LBNL 
since 2000. He received his 
Ph.D. from Stanford University 
in 2004. His current activities 
include the Berkeley UPC 
Compiler and Runtime, the 
GASNet communications 
library, and the Berkeley Lab 

Checkpoint Restart (BLCR). Hargrove’s primary 
research interests are the systems software 
and middleware that enable current and next-
generation high performance computing. Some 
of Hargrove’s previous work at LBNL include two 
multi-institution efforts in the HPC middleware/
systems software areas: Coordinated Infrastructure 
for Fault Tolerant Systems (CIFTS) and the SciDAC 
Scalable Systems Software (SSS) ISIC; and the 
Modular Virtual Interface Architecture (M-VIA) 
software.

LEONID OLIKER is a senior 
computer scientist in FTG. He 
received multiple bachelor’s 
degrees in computer 
engineering and finance from 
the University of Pennsylvania, 
and performed both his Ph.D. 
and postdoc work at NASA 
Ames Research Center. Oliker 

has co-authored over 90 technical articles, five of 
which received best paper awards. His research 
interests include HPC evaluation, and multi-core 
auto-tuning.

STEVEN HOFMEYR is a Computer 
Systems Engineer in FTG. He 
received a Ph.D. in computer 
science from the University of 
New Mexico in 1999. Previously, 
he was founder and Chief 
Scientist at a cybersecurity 
company, Sana Security, which 
was acquired by AVG in 2009. 

His research interests include information security 
modeling of complex systems, such as the Internet 
and financial markets; understanding the impact of 
policies and regulations for controlling cyberthreats 
on a large scale; future operating systems for 
many-core architectures; and scheduling and load 
balancing for parallel programming. He was named 
one of Infoworld’s Top 12 Innovators of the Year in 
2004, and he received the MIT Technology Review 
TR100 Innovators of the Year award in 2003 for 
advances in network security.

ERIC ROMAN is a Computer 
Systems Engineer in FTG. He 
received his Ph.D. in physics 
from UC Berkeley in 2010. His 
main research interests are 
operating systems for parallel 
computers, with a focus on 
system resiliency in exascale 
platforms. He collaborates with 

the Par Lab at UC Berkeley on the Tessellation 
Operating System, and he is also one of the 
developers for the Berkeley Lab’s Checkpoint 
Restart (BLCR).

HONGZHANG SHAN received his 
Ph.D. in computer science 
from Princeton University in 
2001. After working a year for 
Storage Networks, he joined 
FTG. His research focuses 
on parallel programming 
models, performance 
modeling, benchmarking, and 

optimization. He has published over 30 technical 
papers on international journals and conferences. 
One of his papers received the Gordon Bell Prize  
at SC08.

Future Technologies Group
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DIDEM UNAT is currently 
designing and evaluating 
programming models for future 
exascale architectures, as 
part of the Hardware Software 
co-design project. She is the 
2012 recipient of the Luis W. 
Alvarez Fellowship. Her research 
interest is primarily in parallel 

programming models, compiler analysis and 
performance modeling.

YILI ZHENG has been a computer 
research scientist at LBNL since 
2008. He works on multiple 
areas in parallel computing, 
from system software to 
applications. Zheng’s most 
recent research projects include 
parallel programming system 
design and implementation. In 

the recently completed DARPA ECHELON project, 
he worked with collaborators at NVIDIA to design a 
new programming system, Phalanx, for hierarchical 
computer systems with heterogeneous processors. 
With colleagues at LBNL and UC Berkeley, he 
has been researching and developing compiler-
free PGAS programming systems, such as the 
PGAS C++ template library and PyGAS, a Python 
extension for productive parallel programming. He 
is one of the key members in the Berkeley UPC 
Team. Zheng received his Ph.D. in electrical and 
computing engineering from Purdue University.

SAMUEL WILLIAMS is a research 
scientist in FTG. He received 
multiple bachelor’s degrees in 
electrical engineering, applied 
mathematics, and physics 
from the Southern Methodist 
University. He received both 
his M.S. and Ph.D. from UC 
Berkeley. His research interests 

focus on performance modeling and performance 
optimization (nominally via auto-tuning) of HPC 
applications running on many-core architectures. 
He has co-authored 45 technical reports, book 
chapters, and papers, two of which he received 
best paper awards.

Future Technologies Group
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RESILIENCY FOR LARGE-SCALE COMPUTERS

Research Highlights BCLR 

Berkeley Lab’s Checkpoint/Restart for Linux 
(BLCR) is a Linux kernel module that provides 
checkpoint/restart for Linux processes. BLCR 
supports a wide variety of existing applications. 
Over 20 languages are tested regularly. In most 
cases applications can be checkpointed without 
requiring modification to the sources. FTG has 
designed BLCR in such a way that the changes 
required for checkpoint/restart support are limited 
to the parallel runtime. Few, if any, changes to 
application code are required to take advantage 
of BLCR, but BLCR does make checkpoint/restart 
functions available to applications that need them.

The Containment Domain (CD) model is a 
promising new approach to achieve resilience at 
extreme scales. A CD is a hierarchical (nesting) 
recovery container which “contains” the 
dependency of a calculation on other CDs. CDs 
isolate errors, in that an error in a CD requires 
recovery (rollback) of only that specific CD. In 
contrast, global checkpoint/restart approaches 
must always rollback an entire application to a 
known consistent state. Successful recovery of a 
domain is local to that domain, otherwise recovery 
escalates to the parent domain.

FTG’s current resilience efforts address operating 
systems and resilience problems that are relevant 
to the DOE community. The resilience efforts in the 
DEGAS (Dynamic Exascale Global Address Space) 
project expand beyond system-level checkpoint/
restart by integrating a new programming model 
(Containment Domains) for application-level 
resiliency, operating system (BLCR) and runtime 
(GASnet) support for fault tolerance.

The current resiliency research:

1.	 Supports coordinated checkpoints for GASNet 
and UPC.

2.	 Develops hybrid recovery schemes using 
Containment Domains and checkpointing 
(BLCR or application-based).

3.	 Reduces checkpoint time by reducing the 
I/O bottleneck when creating checkpoint 
files: improve process migration, node local 
or in-memory checkpoints, deduplication, 
checkpoint replication, and writeback.

Algorithm-based fault tolerance with memory 
exclusion reduces checkpoint overhead for further 
scalability.

The BLCR effort began in 2001 as part of SciDAC 
Scalable Systems Software ISIC, and continued 
as part of the Coordinated and Improved Fault 
Tolerance for High Performance Computing 
Systems (CIFTS) project in 2006. 

Early releases of BLCR began in 2002. Since 
2002, BLCR has seen a wide adoption worldwide. 
BLCR is now part of the Fedora Project repository 
and Debian repository. BLCR support has been 
added to TORQUE and SLURM batch queuing 
systems by external collaborators. 

In addition to support by MPICH2, MVAPICH, 
and Open MPI, BLCR support has been added 
by vendors, such as CRAY and SGI, to their MPI 
implementations and job launching runtime 
systems. BLCR runs on x86 and x86–64 systems 

Scientific Impact

Future Technologies Group

(with or without the Xen hypervisor), PPC 32-bit 
and 64-bit systems (for future deployment on 
IBM Blue Gene systems) and ARM (for low-power 
and embedded environments). BLCR is used by 
the research community; Google Scholar reports 
90 citations of the 2003 paper describing BLCR. 
FTG’s collaboration with North Carolina State 
University has resulted in three new capabilities for 
BLCR: in-place rollback, incremental checkpoints, 
and live migration.

CRD Contacts
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Collaborators

Mattan Erez (UT), Frank Mueller (NCSU)
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BERKELEY UNIFIED PARALLEL C (UPC) LANGUAGE AND GLOBAL ADDRESS SPACE 
NETWORKING (GASNET)

Research Highlights
The goal of the Berkeley Unified Parallel C (BUPC) 
team is to further the adoption of the Partitioned 
Global Address Space (PGAS) programming 
model, and the team members perform multi-
disciplinary research in application development, 
compiler and runtime technologies. The BUPC 
project has implemented a portable, high-
performance, production-quality, open source 
compiler and runtime for the Unified Parallel 
C (UPC) language. The related Global Address 
Space Networking (GASNet) project provides the 
network communications runtime for BUPC, and for 
numerous other PGAS languages and libraries, as 
shown in Figure 2.

PGAS programming models provide a global 
data view for increased productivity, and one-
sided communication semantics matching 
modern RDMA-capable hardware for increased 
performance. Throughout the years, the team has 
demonstrated the performance and productivity 
advantages of UPC over the dominant message-
passing model of MPI, especially for applications 

Berkeley UPC was the first widely available UPC 
compiler, and it is one of the most widely deployed 
compilers to date, due to its portability. Berkeley 
UPC is installed and maintained on all of NERSC’s 
production HPC systems, and on other DOE 
leadership class systems. This wide availability of 
the UPC language is one key to its adoption both 
by application authors and by educators of future 
computational scientists. GASNet is the first open-
source portable and high-performance runtime library 
for Active Messages and one-sided communication, 
and it is the de facto standard in its field. As shown 
in the upper half of Figure 2, GASNet is used in 
many PGAS programming languages and libraries 
in production systems and in research projects. At 

Figure 1: 
Structure of the 
Berkeley UPC 
compiler, including 
the GASNet 
communications 
runtime library.

Figure 2: GASNet stands for “Global Address 
Space Networking,” a library that enables one-sided 
communication for many parallel programming systems on 
diverse computer architectures.

with irregular communication patterns. They have 
demonstrated that communication overlap is a 
feasible technique for latency hiding; and they 
have addressed bisection bandwidth limitations 
on large-scale systems. The BUPC team has also 
shown that the performance portability of codes 
across systems is achievable using a combination 
of compile time and runtime dynamic analysis and 
code generation guided by performance models 
(Figure 1). 

The Berkeley UPC and GASNet projects are joint 
efforts between LBNL and UC Berkeley. The team 
members have contributed significantly to the UPC 
language specification, and to the general research 
in the field of PGAS programming models. These 
contributions would not have been possible without 
BUPC and GASNet as vehicles for prototyping and 
testing new ideas.

Scientific Impact
LBNL, this includes the BUPC compiler plus a number 
of research projects, such as ECHELON and PyGAS. 
GASNet has enabled or accelerated deployment of 
many PGAS programming systems by significantly 
reducing their software development time, while 
delivering excellent performance across a wide range 
of systems from laptops to supercomputers. 

CRD Contacts  
Paul Hargrove, Costin Iancu, Katherine Yelick, Yili Zheng

Collaborators 
Numerous users of BUPC and GASNet contributed to 
its development and testing.

Future Technologies Group
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X-STACK: AUTO-TUNING FOR PERFORMANCE AND PORTABILITY

Research Highlights

In the first X-Stack project, FTG members and 
collaborators focused on three major application 
drivers: particle-in-cell (PIC) codes, graph analytics, 
and sparse linear algebra. PIC codes represent an 
algorithmically superior O(N) approach to particle 
simulation. They are most often found in fusion 
simulation codes like the Gyrokinetic Toroidal Code 
(GTC), which is used to simulate the plasmas in 
Tokamak fusion reactors. Unfortunately, the code’s 
performance often suffers on modern CPU and 
GPU architectures due to profound data locality 
and data synchronization challenges arising in 
their charge deposition (scatter-add) and push 
(gather) phases. In collaboration with Princeton 
Plasma Physics Laboratory (PPPL) and Penn State, 
FTG developed a number of techniques including 
static and dynamic buffering/bucketing, and 
highly-optimized floating-point atomics to improve 
GTC’s performance by as much 2X on CPUs [4,5]. 
They also delivered the first highly optimized 
implementation of GTC running on NVIDIA 
GPUs. As current system power is often loosely 
tied to performance, there were proportionate 
improvements in energy efficiency (Figure 1).

Prior work showed that graph algorithms, like 
breadth first search, could be expressed in the 
language of linear algebra using an alternate 
semi-ring. Thus, FTG’s work efforts are separated 

In order for scientists to meet exascale 
computing’s energy efficiency goals, scientists 
will inevitably have to focus on the explicit 
management of hardware functionality through 
software. The energy efficiency goals of exascale 
computing will inevitably necessitate less 
virtualization of functionality in hardware and more 
explicit management through software. 

When coupled with the increasing diversity of 
hardware (commodity CPUs, GPUs, many-core 
coprocessors, etc.), automated performance 
tuning of applications (auto-tuning) becomes 
essential. FTG’s X-Stack efforts are designed 
to attack this problem for different application 
arenas using dramatically different approaches to 
auto-tuning. The first, which is now in its third and 
final year, is focused on the data locality (scatter/
gather) and data synchronization challenges 
endemic to particle-in-cell (PIC) codes, sparse 
linear algebra, and graph analytics via auto-tuned 
libraries, runtimes, and DSLs.

The second project started in October and it 
focuses on improving performance through 
the application of data movement minimizing 
techniques to Adaptive Mesh Refinement Multigrid 
(AMR MG) applications and tensor contractions 
via source-to-source compilation techniques. 

Figure 1: Conceptualization of the charge deposition phase within GTC; and performance and energy efficiency 
(normalized BlueGene/P = 1.0) before and after optimization. Baseline for the GPU is fastest Fortran version on the Intel 
Cluster. Speedups through optimization are labeled.
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FTG’s technology for improving the performance of 
scatter-add operations has been demonstrated in a 
GTC benchmark on a variety of platforms. It is now 
being integrated into production versions of GTC 
and GTC-P (which incorporate more physics and a 
2D domain decomposition) so that scientists may 
exploit the latest generation of supercomputers 
including both the BlueGene/Q “Mira” at ANL and 
the GPU-accelerated XK7 “Titan” at ORNL.

Scientific Impact

into two arenas: optimization of sparse linear 
algebra primitives within the Combinatorial BLAS 
(CombBLAS) [2,3]; and encapsulation of data 
structure and code optimization behind a python 
interface—the Knowledge Discovery Toolbox (KDT) 
[1]. More recently, FTG’s efforts have focused 
on improving the performance and efficiency 
of filtered graph queries on large semantic 
graphs. As designed, such filters (i.e., all tweets 

[1] Knowledge Discovery Toolbox Release v0.2, March 2012.

[2] A. Buluc and J. Gilbert. “The Combinatorial BLAS: Design, 
implementation, and applications.” In Intl. J. High Performance 
Computing Applications, 2011.

[3] Combinatorial BLAS. release v1.2.1.  April 2012. http://
gauss.cs.ucsb.edu/~aydin/CombBLAS/html.
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sent on Monday) nominally require a call to the 
Python interpreter and yield poor performance. 
In collaboration with UCB, UCSB and FTG have 
leveraged the capability of Selective Embedded 
Just-In-Time Specialization (SEJITS) to JIT the 
filters on-the-fly. As such, the filters may now be 
performed at native hardware speeds and provide 
an order-of-magnitude performance boost to some 
graph algorithms.

Using KDT and CombBLAS, application and big 
data scientists can exploit the parallelism of a 
large distributed-memory supercomputer for 
graph analytics using a straightforward sequential 
interface. Moreover, using the recently developed 
and integrated SEJITS aspects, domain scientists 
can guarantee very high performance and 
efficiency.
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SCIENTIFIC DATA MANAGEMENT GROUP
The mission of the Scientific Data Management (SDM) Group is to conduct research and 
development of data management technology for scientific applications, and to provide 
deployment and support of products developed by the group. These two types of activities 
complement each other. Research and development activities produce new concepts, 
algorithms, simulations, and prototype implementations, which are documented in published 
papers and other documents. Successful prototypes and technologies are then deployed in 
various application domains. Deployment and support includes the scaling of software products, 
making them robust, and applying them to emerging hardware architectures. In turn, when 
products are deployed, new challenges are identified for further research. Another aspect of 
the group’s mission is to lead and support scientific data management and related activities for 
DOE. Such activities include leading the Scalable Data Management, Analysis, and Visualization 
(SDAV) Institute, and contributing to various workshops conducted by DOE for setting the 
agenda for future research.

OVERVIEW OF HIGHLIGHTED PROJECTS

The SDM Group works collaboratively with other groups in CRD on projects that require joint 
expertise. In particular, SDM has collaborated on several projects with the Visualization Group, 
like the extreme-climate data project and the trillon-particle simulation, and with other groups in 
the Advanced Computing for Science Department.

This section includes information about their work on applying bitmap indexing to genomic data 
search and advanced performance modeling with combined passive and active monitoring. In the 
“Collaborative Projects” section, they are collaborators on the ASCEM project and the extreme-
climate data project.
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ARIE SHOSHANI is a Senior 
Staff Scientist in SDM. He 
joined LBNL in 1976, after 
he received his Ph.D. from 
Princeton University in 1969. 
He is the Group Lead of SDM 
and his current areas of work 
include data models, query 
languages, temporal data, 

statistical and scientific database management, 
storage management on tertiary storage, and grid 
storage middleware. Shoshani is also the director 
of the SDAV Institute under DOE’s SciDAC program. 
He has published over 150 technical papers in 
refereed journals and conferences, and chaired 
several conferences in database management. 

SURENDRA BYNA is a research 
scientist in SDM. Before joining 
LBNL, he was a researcher at 
NEC Labs America where he 
was a part of the Computer 
Systems Architecture 
Department and was involved 
in the Heterogeneous Cluster 
Computing project. He was also 

a research assistant professor in the Department of 
Computer Science at Illinois Institute of Technology 
(IIT), a guest researcher at the Math and Computer 
Science Division of the Argonne National 
Laboratory, and a faculty member of the Scalable 
Computing Software Laboratory at IIT.  His current 
research interests are in computer architecture 
and energy efficient parallel computing. And more 
specifically, he is interested in optimizing data 
access performance for parallel computing and in 
utilizing heterogeneous computing power.

DORON ROTEM is currently a 
Senior Staff Scientist and 
member of SDM. Before 
joining LBNL, Rotem was a 
tenured associate professor in 
the Department of Computer 
Science, University of Waterloo, 
Canada. He also co-founded 
and served as CTO of a start-

up company, called CommerceRoute, that made 
software products in the area of workflow and 
data integration. In CommerceRoute, he led a 
development team that built software to integrate 
heterogeneous databases and ERP systems, such 
as SAP and PeopleSoft. His research interests 
include energy efficient storage systems, scientific 
data management and parallel and distributed 
computing and algorithms. He has published over 
80 papers in these areas. 

ALEX SIM currently works 
on DOE projects that focus 
on network performance 
prediction and optimization, 
and applying SDM’s tools on 
Storage Resource Management 
(BeStMan) to the Earth System 
Grid and Open Science Grid. 
He has also worked on the 

Particle Physics Data Grid, two Next Generation 
Internet projects and the HENP Data Grand 
Challenge project.  Sim previously worked for an 
AI consulting firm where he developed expert 
systems involving object-oriented programming 
and artificial intelligence techniques for the Navy 
and other industries. He research interests are in 
resource management, data modeling, knowledge 
engineering, computer vision, and artificial 
intelligence. 

RESEARCH STAFF

Scientific Data Management Group
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JOHN WU is currently working 
on indexing technology for 
searching large datasets. He 
primarily focuses on improving 
bitmap index technology 
with compression, encoding 
and binning. He is the key 
developer of the FastBit bitmap 
indexing software, which has 

been used in a number of applications including 
high energy physics, combustion, network security, 
and query-driven visualization. Wu has also been 
working on a number of scientific computing 
projects including the development of the Thick-
Restart Lanczos (TRLan) algorithm for solving 
eigenvalue problems and devising statistical tests 
for deterministic effects in broad-band timeseries.  
Wu received a Ph.D. in computer science from the 
University of Minnesota, an M.S. in physics from 
the University of Wisconsin-Milwaukee, and a B.S. 
in physics from Nanjing University, China.

JAESIK CHOI s is a postdoc fellow 
in SDM. He received his Ph.D. 
in computer science from 
University of Illinois at Urbana-
Champaign in 2012, and his 
B.S. in computer engineering 
magna cum laude from Seoul 
National University in 2004. 
His research interests are in 

inference and learning in large-scale graphical 
models with an emphasis on intelligent hybrid 
(cyber-physical) systems.  His technical work 
includes: scaling up probabilistic reasoning and 
learning in hybrid system models, learning large-
scale dynamic systems, and a noble combination 
of motion planning and AI planning for robotic 
manipulations. He has published 20 papers in 
referred journals and conferences.

JUNMIN GU is a member of SDM. 
Currently, she is a key member 
and developer for the project 
on data transfers that utilizes 
policies for resource sharing. 
Gu has already developed 
several versions of the Storage 
Resource Management 
software for accessing and 

manipulating scientific data across the grid, 
which is currently deployed by many sites in the 
Open Science Grid and the Earth System Grid. 
Previously, she worked on projects for federating 
OLAP and Object Databases.  Prior to LBNL, 
Gu worked for a consulting firm that develops 
AI solutions for government and industries. Gu 
received her master’s degrees in mathematics 
and computer science from the University of 
Wisconsin–Madison. Her interests include data 
management, resource management, and 
distributed computing.

ALEX ROMOSAN has been a 
member of SDM since 2001. 
He received a B.S. in applied 
science from the University 
of Toronto and a Ph.D. in high 
energy physics from Columbia 
University. From 1997 to 2001, 
he was a postdoc research 
associate at LBNL working 

on the BaBar experiment at SLAC. Romosan 
has designed and implemented systems to 
address numerous aspects of data management 
requirements to support the analysis of large 
volumes of scientific data. He made contributions 
in the area of algorithm development, where he 
improved the scheduling of compute jobs on a 
cluster of servers, and he has been studying the 
effects of various caching and acceptance policies 
on the behavior of the Storage Resource Manager.  
He is currently working on the ASCEM project 
(data management of groundwater contamination 
wells database system), and the efficient genome 
properties search project.

Scientific Data Management Group
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ADVANCED PERFORMANCE MODELING WITH COMBINED PASSIVE AND ACTIVE MONITORING

Research Highlights
Network technologies have evolved rapidly in recent 
years. Advanced science networks, such as those 
managed by ESnet and Internet2 in the US, operate 
at speeds up to 100GB/s. Despite improvements in 
network technologies though, optimal selection of 
shared network resources and efficient scheduling 
of data transfers in a distributed and collaborative 
environment are challenging tasks in achieving 
superior performance in accessing data. In this 
project, SDM researchers study the network data 
traffic patterns, and build models to estimate the 
bandwidth utilization performance. 

This data traffic modeling effort is in many ways 
similar to the modeling of highway vehicle traffic 
patterns and the estimation of travel time for 
travel planning. For example, it takes a vehicle 
roughly 1.5 hours to travel from Berkeley to the 
San Francisco Airport at 8:00 AM, or about 40 
minutes around 1:00 PM. The network bandwidth 
utilization in scientific environments, such as 
high-speed networks, is more organized than 
web traffic, however, and cannot be directly 
modeled, estimated or predicted with existing 

Figure 2: (a) Prediction comparison in 
different models and two confidence 
intervals (orange shades for 90% 
confidence interval, yellow shades for 95% 
confidence interval). (b) Prediction error 
based on the current statistical model with 
24 hour periodicity. The forecast errors are 
less than 20% in most cases, and around 
10% in some cases.

Figure 1: Statistical timeseries analysis 
from SNMP network utilization data at the 
NERSC gateway router shows regular 
patterns when examined over long periods 
of time (from 5/2011 to 5/2012). Timeseries 
seasonal adjustment plots are shown based 
on the periodicity of a day, consisting of 
four subplots of original data, seasonal 
component, trend component and irregular 
component from top to bottom. 

Scientific Data Management Group

network models based on active measurements. 
To understand the network traffic patterns, SDM 
developed a statistical performance estimation 
model based on historical measurements. This tool 
allows for the identification of recurrent patterns, 
and for the extraction of variations associated with 
normal and repeating events. The insight gained 
from such traffic patterns will be the basis for a 
predictive model of the network performance. 
The statistical information SDM is gathering can 
be used to estimate throughput performance 
of large data transfers for a given time window. 
It will even be possible to provide a confidence 
interval for the estimates. Such predictions will 
improve network usage and enable predictable 
data movement on high-bandwidth networks. The 
predictive estimation model and the framework 
will be helpful in optimizing the performance 
and utilization of terabit and future high-speed 
networks, as well as improving the utilization of 
shared resources with predictable performance for 
scientific collaborations, especially in data intensive 
applications.



Computational Research Division  2009-2012       91

FASTBIT SUPPORT FOR GENE CONTEXT ANALYSIS

Research Highlights
Genes located near each other, or in a 
chromosomal neighborhood, are often functionally 
related. These neighborhoods provide a gene 
context for the function of genes. Protein Cluster 
Context Analysis is a technique that allows for 
the examination of gene correlations based on 
their collocation on a chromosome and their 
functional annotations (such as associations with 
Clusters of Orthologous Groups, called COGs, or 
protein families, called Pfams). This technique first 
identifies “cassettes,” which are defined as a tuple 
of adjacent genes that are separated by less than 
300 base-pairs, as shown in Figure 1. Thus, every 
genome has multiple cassettes and each cassette 
has a set of associated functional annotations 
(or properties). Currently, the number of such 
functional properties is about 20,000. 

A typical search for functionally related cassettes 
requires millions of comparisons—a complex and 
inefficient task with current data management 
tools. The Integrated Microbial Genome (IMG) 
system provides analysis tools that support such 
searches. In order to support interactive genome 
analysis, all possible matches are pre-computed 
and stored in IMG’s data warehouse. As the 
number of genomes and genes in IMG grows, 
the time required for pre-computations (over a 
week), the space required for storing their results 
in the data warehouse (hundreds of millions of 
rows), and the time required for executing queries 
underlying gene context analysis (tens of minutes) 
is becoming prohibitively large.

In order to overcome this problem, SDM members 
along with their collaborators have employed a 
bitmap representation of the functional properties 
associated with cassettes. By doing so, SDM is 
able to represent the data in a compact form, as 
shown in Figure 3. This representation of cassettes 
amounts to the and of bitmaps that represent the 
functional properties. However, the bitmaps can 
be very long and the computation inefficient. Thus, 
SDM members have used their FastBit indexing 
technique to compress the bitmaps. FastBit is 
a compressed indexing method that executes 
logical operations (such as and and or ) without 
decompressing the bitmaps, and is therefore 
very efficient. However, they had to extend its 
functionality to allow for multiple columns to 
be and-ed (that is to support “multi-valued” 
attributes). Consequently, now such searches 
can be performed in seconds, with the underlying 

Figure 1: Visual definition of a cassette.

Scientific Data Management Group

Scientists will benefit from the work on network 
traffic prediction because they can now utilize 
the resources offered by high-bandwidth network 
infrastructures more effectively. The network 
performance prediction model enables more 
efficient resource scheduling with accurate time 
estimates for data placement and access, as 
well as long-term capacity and traffic engineering 
planning of network infrastructures for large-scale 
data intensive applications.

Scientific Impact

CRD Contact

Alex Sim

Collaborators

Constantine Dovrolis (Georgia Institute of 
Technology), Greg Bell, Brian Tierney (ESnet)
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Figure 2: Bitmap 
representation of 
cassettes.

data representation of about a gigabyte of space 
residing in main memory. This solution eliminates 
the need for pre-computations since all searches 
can now be done in-place.

Searching for cassettes that share properties 
with other cassettes is only one type of query. 
Another, more challenging query, which is gene 
context analysis, involves a reference genome 
(that typically has multiple cassettes), and a set of 
selected genomes (each with multiple cassettes). 
This query finds cassettes in each of the genomes 
that have two or more properties in common. Using 
the bitmap representation in Figure 4, this requires 

SDM’s award-winning FastBit indexing (a 2008 
R&D 100 award) has been used in multiple 
projects to accelerate scientific understanding and 
the discovery of patterns in real and simulation 
data. In this case, FastBit indexing allows biologists 
to analyze data in real-time in order to discover 
similarity patterns in genomic structures.

Scientific Impact

Scientific Data Management Group

CRD Contact

Alex Romosan, John Wu, Arie Shoshani

Collaborators

Kostas Mavrommatis (Joint Genome Institute), Ken 
Chu, Victor Markowitz (BDMTC/CRD)

2n searches over all the cassettes involved, which is 
not scalable. The solution was to invert the indexes 
so that they are represented as bitmap rows rather 
than columns, and then perform row comparison 
to find two or more matches. They also developed 
an algorithm that speeds up the search by 
removing duplicate patterns in intermediate steps. 
Consequently, this query can now be performed in 
seconds (linearly with the number of organisms) 
compared to many minutes required previously with 
pre-computed data. This represents an important 
breakthrough allowing the scaling of gene context 
analysis in the IMG system.
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VISUALIZATION GROUP
The Visualization Group’s mission is to assist researchers in achieving their scientific goals 
more quickly through visualization and analysis, while simultaneously advancing the state of 
the art through their own research. The group’s objective is to develop new capabilities in high 
performance visualization and analysis. The development of these capabilities is driven by the 
needs of contemporary computational and experimental science projects central to the mission 
of DOE’s Office of Science. 

OVERVIEW OF HIGHLIGHTED PROJECTS

 
The Visualization Group collaborators are diverse, ranging from theoretical astrophysicists to 
computational biologists. The collaborators all have a common theme: the need to understand 
complex systems and phenomena through visual data exploration and analysis of scientific data. 
 
The Visualization Group has many collaborations within CRD, as well as within LBNL. For 
example, they worked with the Scientific Data Management Group on the trillion particle 
simulation (included in this section), and also with the Scientific Computing Group on an 
extreme-scale climate application. Outside of CRD, the Visualization Group works with other 
divisions, like the Earth Sciences Division on a  CO2 sequestration project. 

Team members of the Visualization Group are also part of the Advanced Simulation Capabilities 
for Environmental Management project, funded by DOE (see “Collaborative Projects”). 
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WES BETHEL , a senior computer 
scientist, is the Group Lead 
for the Visualization Group. He 
earned a B.S. and an M.S. in 
computer science from the 
University of Tulsa in 1984 and 
1986, and a Ph.D. in computer 
science from UC Davis in 2010. 
Bethel and his team conduct 

applied research and development on techniques 
and tools for enabling scientific knowledge 
discovery in some of the world’s largest collections 
of scientific data generated by computational 
models and simulations. This work lies at the nexus 
of data management, data analysis, scientific 
visualization, and high performance computing. He 
was the Coordinating Principal Investigator 
for the SciDAC Visualization and Analytics Center 
for Enabling Technology (VACET) which made 
production-quality, petascale-capable visualization 
a reality at DOE supercomputing facilities, and 
has produced software tools in use by a worldwide 
scientific community in disciplines ranging from 
high energy physics to climate modeling. His 
research interests include software architecture, 
high performance computing, scientific and 
information visualization, and computer graphics. 
He is an ACM Distinguished Scientist.

DAVID CAMP is a Computer 
Systems Engineer in the 
Visualization Group. He received 
his B.S., M.S., and Ph.D. in 
computer science from UC 
Davis in 1999, 2000, and 
2012. Camp joined LBNL in 
2010. His work focuses on 
increasing scientific productivity 

and understanding through increased parallel 
algorithm performance and data analysis using 
graphics techniques. Camp’s research interests 
include computer graphics algorithms, visualization 
and analytics software architecture, distributed 
visualization algorithms, hybrid-parallelism 
designs, parallel algorithm techniques, and high 
performance computing.

HANK CHILDS has been a 
Computer Systems Engineer in 
the Visualization Group since 
June of 2009. Previously, he 
was at Lawrence Livermore 
National Laboratory from 1999 
to 2009. He received a B.S. in 
1999 and a Ph.D. in 2006, both 
in computer science and from 

UC Davis. Childs is the architect of the VisIt project, 
an end user visualization tool for very large data 
that has users throughout the world. It has been 
downloaded over two hundred thousand times, and 
won an R&D 100 award. Childs has also served as 
the Chief Software Architect of three 
different multi-institution, multi-million dollar efforts, 
including SciDAC VACET. Childs is 
currently a member of the executive council for the 
SciDAC Institute on Scalable Data Management, 
Analysis, and Visualization (SDAV). Finally, he 
received the DOE Early Career award in July of 2012 
to research “Exploration at the 
Exascale.”

MARK HOWISON holds a B.S. 
in mathematics from Brown 
University (2006) and an M.S. 
in computer science from UC 
Berkeley (2009). In his previous 
research, he has fabricated 
mathematical artwork, designed 
visualization tools, and 
investigated how people use 

technology to learn about mathematics and science. 
His high performance computing research has 
included profiling and optimizing parallel I/O, tuning 
image processing filters for multi-core processors 
and GPUs, and studying parallelization strategies 
for visualization algorithms. Howsion holds joint 
appointments with the Brown University Center 
for Computation and Visualization and CRD’s 
Visualization Group.

RESEARCH STAFF

Visualization Group
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HARINARAYAN KRISHNAN is a 
Computer Systems Engineer 
in the Visualization Group. 
Krishnan recently joined LBNL 
and has participated as a 
technical contributor in 
seven lab related projects. 
He is currently the Chief 
Software Architect for one 

of these projects. With a Ph.D. in computer 
science, Krishnan’s primary focus is on scientific 
visualization, high performance computing, and 
software development. 

BURLEN LORING is a Computer 
Systems Engineer in the 
Visualization Group. He 
received an M.S. in applied 
mathematics.  Loring worked 
for more than eight years in 
professional software 
engineering, high performance 
computing, and scientific data 

visualization before joining LBNL. His areas of 
specialty include parallel computing, vector field 
analysis and visualization, and astrophysics and 
plasma physics visualization and analysis. He 
has extensive experience with key visualization 
software libraries and visualization tools, such as 
VTK and ParaView. His research interests include 
parallel scientific visualization algorithms, large 
data visualization, and the application of many-
core technologies to scientific data visualization.

JÖRG MEYER is a Computer 
Systems Engineer in 
Visualization Group, where 
his research focuses on 
large-scale, parallel scientific 
data visualization and high 
performance computing 
support for visualization 
applications. Meyer is also a 

member of the NERSC Analytics Team, as well 
as a member of the Remote Data Analysis and 
Visualization (RDAV) support staff of the National 
Institute for Computational Sciences (NICS) at Oak 
Ridge National Laboratory. Previously, Meyer held 
faculty positions at UC Irvine, where he conducted 
his research on high performance computing 
and visualization techniques at the California 
Institute for Telecommunications and Information 

Technology (Calit2). He received his Ph.D. from 
the University of Kaiserslautern, Germany, in 
1999, and he held an appointment as a postdoc 
researcher and lecturer in the Computer Science 
Department at UC Davis, from 1999 to 2000. 
He maintains an adjunct assistant professorship 
in the Computer Science and Engineering 
Department at Mississippi State University, where 
he was also affiliated with an NSF Engineering 
Research Center from 2000 to 2002. Meyer 
has led and served on various conference and 
program committees for multiple professional 
organizations, including IEEE, ACM SIGGRAPH 
and EuroVis. He has published over 152 journal 
articles, book chapters, conference papers, 
abstracts and posters in his research field.

DMITRIY MOROZOV is a postdoc 
fellow, and he has been 
with the Visualization Group 
since January 2011. Morozov 
received a Ph.D. in computer 
science from Duke University in 
2008. Before joining LBNL, he 
spent two years as a postdoc 
scholar in computer science 

and mathematics at Stanford University. Morozov’s 
research is in the field of computational geometry 
and topology. At LBNL, he has worked on parallel 
computation of topological descriptors as well 
as on extracting geometric descriptors of porous 
materials.

PARDEEP PALL recently joined 
the Visualization Group as a 
Computer Systems Engineer. 
He received an undergraduate 
degree in physics from 
University College London, 
and a Ph.D. in atmospheric 
physics from Oxford University. 
His research focuses on 

determining whether the risks of damaging 
weather related events—in particular floods—are 
affected by anthropogenic climate change. This 
involves generating large datasets of weather 
using climate models, and analyzing this using 
visualization software developed at LBNL. He has 
previous experience with the climate*prediction*.
net public distributed computing project, and 
specializes in data mining and extreme value 
statistics.

Visualization Group
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PRABHAT is a research scientist 
in the Visualization Group. He 
has been at LBNL for the past 
five years, and holds a  
B. Tech in computer science and 
engineering from IIT Delhi, 
and an M.S. in computer science 
from Brown University. He is 
currently pursuing a Ph.D. 

in earth and planetary sciences at UC Berkeley. 
Prabhat’s current research interests span scientific 
data management, parallel I/O, high performance 
computing, applied statistics, machine learning and 
big data analytics.

OLIVER RÜBEL is a Computer 
Systems Engineer in the 
Visualization Group, as well as a 
member of the NERSC 
Analytics Team. He was as a 
student assistant at LBNL from 
2006 to 2010 and has been a 
staff Computer Systems Engineer 
since 2011. He received his M.S. 

and Ph.D. in computer science in 2006 and 2009 
from the University of Kaiserslautern, Germany. From 
2010 to 2011, Rübel worked as a postdoc researcher 
in the Data Analysis Group of the Center for Applied 
Scientific Computing at Lawrence Livermore National 
Lab. During his career, he has worked with scientists 
in different disciplines, including life sciences, high 
energy physics, climate and computational finance. 
Rübel has contributed substantially to research in 
the areas of query-driven visualization and linked 
multiple views. He is one of the lead developers for 
PointCloudXplore, the standard software tool of the 
Berkeley Drosophila Transcription Network Project for 
the visualization and analysis of 3D gene expression 
data. In close collaboration with accelerator 
scientists, Rübel has also developed a large range 
of methods for visualization and analysis of large 
particle datasets and automatic feature detection. 

DANIELA USHIZIMA is a research 
scientist in the Visualization 
and Math groups in CRD, as 
well as a consultant for NERSC. 
Her work focuses on image 
analysis and pattern recognition 
as it applies in diverse 
scientific domains, ranging 
from biomedical pictures 

to porous material imaging with applications to 
carbon sequestration. She has been a principal 
investigator and co-principle investigator on multiple 
projects, including Quantitative Image Analysis for 
Computational Modeling, and Visualization and 
Analysis for Nanoscale Control of Geologic Carbon 
Dioxide. In 2012, she also lead a Statistical and 
Applied Mathematical Sciences (SAMSI) Working 
Group on Imaging, as part of the SAMSI Program on 
Massive Datasets. Before joining LBNL in 2007, she 
was a professor of computer science at the Catholic 
University of Santos, Sao Paulo, Brazil. Ushizima 
received her Ph.D. and M.S. from the University of 
Sao Paulo in computational physics, and she earned 
her undergraduate degree in computer science in 
1997 at the Federal University of Sao Carlos. Her 
research interests include computer vision, machine 
learning, signal processing, quantitative microscopy, 
and high performance computing.

GUNTHER H. WEBER has been 
a research scientist in the 
Visualization Group since 
January 2007 and an adjunct 
assistant professor of computer 
science at UC Davis since July 
2008. He earned his Ph.D. and 
M.S. in computer science in 
2003 and 1999, and his B.S. in 

computer science with a minor in physics in 1995, 
all from the University of Kaiserslautern, Germany. 
Prior to joining the LBNL Visualization Group and the 
NERSC Analytics Team, Weber was first a postdoc 
scholar and later a project scientist at the Institute 
for Data Analysis and Visualization at UC Davis, 
working on the visualization of 3D gene expression 
data (with researchers of LBNL’s Genomics and Life 
Sciences divisions), topology-based exploration of 
scalar data, and visualization of brain imaging data 
and experimental earthquake data. His research 
interests include computer graphics, scientific 
visualization and data analysis with a focus on 
topological data analysis methods, parallelization 
of visualization algorithms, and hierarchical data 
representation methods.  

Visualization Group
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Visualization Group

CO2 SEQUESTRATION AND STORAGE: FROM RAW MICRO-CT TO QUALITY MEASUREMENTS

Since 1751, nearly 337 billion tons of CO2 were 
emitted into the atmosphere as the result of 
combustion of fossil fuels and cement production. 
If  CO2 is disruptive to the earth’s climate, then 
reduction in atmospheric  CO2 is necessary to 
avoid an environmental catastrophe. One solution 
to controlling the  CO2 concentration in the 
atmosphere is to store it in deep subsurface rock 
formations using a safe and effective technology. 
 
LBNL researchers are developing new experiments 
and simulations to increase the understanding of 
processes in fluid-rock systems, which relate to the 
geologic sequestration of  CO2. For example, they 
have designed materials and collected subsurface 
samples of porous materials, which are exposed 
to high energy X-rays using synchrotron radiation, 
while a detector captures information that can be 
reconstructed as image slices. These images are 
used to construct computational geometries for 
fluid dynamics simulations. 
 
The research team working on the  CO2 
sequestration research has developed tools 
to recover material structures from micro 
tomographic images. These tools perform an 
essential pre-processing step for subsequent 
analysis, such as the extraction of pore networks 
from porous materials, porosity and permeability 
estimation, and quantification of  CO2 during 
flow. The image analysis workflow, developed by 
Ushizima et al. [5], automates segmentation, and 
is deployed as part of the ImageJ plug-in known 
as Quant-CT, a new threaded, shared-memory 

parallel package that combines 3D nonlinear 
smoothing with the 3D region merging for material 
segmentation. This plug-in leverages standard 
algorithms, such as the bilateral filtering and the 
statistical region merging (SRM), and adapts them 
to deal with artifacts found in micro-CT images. 
The plug-in’s substantial contributions come 
from a new scheme to estimate the photometric 
parameters of the bilateral filtering using the 
coefficient of variance, extracted from subimages 
(or patches). Another advance, in collaboration 
with Andrea Bianchi [6], was the algorithm that 
controls the coarseness of the segmentation and 
over-segmentation, called material assignment 
based on similarity histograms (MASH). Even in 
cases of sharp brightness variations across the 
image slices, MASH tackles over-segmentation 
that cannot be handled by SRM alone. 
 
After splitting the micro-CT image stacks into 
volumes corresponding to dense material and 
empty spaces, feature extraction takes place 
in order to determine properties of the porous 
material. Morozov and Weber [4] implemented 
a set of algorithms using topological analysis 
to quantify maximum flow through porous 
networks (see Figure 2). They introduce a new 
approach to characterize porous materials using 
the extraction of Reeb graphs to represent the 
structure of the interstitial volume. In addition, 
they calculate flow graphs which approximate 
the network branch capacity for carrying flow. 
Sophisticated visualization tools emphasize the 
most prominent pore bodies of a porous material, 
which corresponds to the loci where liquid can 
accumulate. 

Figure 1: Micro-CT of porous media: (A) cross section 
of glass bead column, inoculated with S. pausterii that 
promote calcite precipitation; cross section is input to our 
software Quant-CT, which outputs segmented slices as 
in (B); rendering of the segmentation result for the whole 
stack in (D) using VisIt; SEM image in (C) emphasizes the 
result of biomineralization, which clogs the void space, 
cementing the pore channels.

Research Highlights
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Scientific Impact 

Figure 2: (a) Segmented sample and the flow graph following the voids in the sample. (b) 
Cylindrical cut through a region of high flow, pocket spheres, and flow graph. (c) Focusing 
on a cylindrical region with little flow shows that pores are “blocked’” by calcite precipitation 
produced by microbes (S. pasteurii) in the experiments.

	 (a) 				        (b) 			    	       (c)	  

The developed tools and algorithms help domain 
scientists quantify material properties that are 
required for developing technologies to store  CO2 
safely in deep surface rock formations. Currently, 
the analysis and feature extraction pipeline enables 
the detection of the solid phase from the micro-
CT and the quantification of material’s porosity 
automatically. The Reeb graph computation allows 
for an efficient extraction of pockets and pore 
network information. The pipeline also enables 
the comparison between different materials, and 

Figure 3: Visualization of fluid flow simulation of a glass bead pack.

between experimental results and simulation 
outputs. Finally, part of the pipeline shows 
the increase of the image throughput and the 
decrease of the delay between data collection and 
characterization.

CRD Contacts

Wes Bethel, Andrea Bianchi, Dmitriy Morozov, 
Daniela Ushizima, Gunther Weber
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Visualization Group

PARALLEL I/O, ANALYSIS, AND VISUALIZATION OF A TRILLION PARTICLE SIMULATION

Research Highlights
The study of magnetic reconnection benefits from 
petascale computing, which enables the study 
of highly resolved, 3D problem configurations 
that are more physically realistic than previous 
2D configurations. Recent studies conducted 
by CRD researchers and their collaborators use 
VPIC, a particle-in-cell plasma physics code, run at 
120K-way concurrency on NERSC’s Hopper with 
one trillion particles. This problem scale provides 
the fidelity required to investigate specific science 
questions, such as the nature of energetic particle 
behavior in the region of reconnection “hot spots.” 
However, problems of this scale also expose 
significant data-related challenges that impact 
storage, analysis, and visualization of simulation 
results. 
 
One such challenge is in the extreme-scale parallel 
I/O. The simulation produces approximately 
32TB of particle data per timestep each of which 
contains one trillion particles. They incorporated 
H5Part [3], a veneer API that encapsulates the 
complexity of parallel HDF5 developed jointly by 
CRD researchers and collaborators from the high 

energy physics community, into the VPIC codebase 
for writing the data to a single shared HDF5 file, an 
approach that avoids the pitfalls associated with 
the traditional file-per-process I/O model. 
Working with NERSC center staff, they manually 
tuned the HDF5, Lustre and MPI-IO parameters 
to achieve an approximate 27GB/s average write 
performance, which is a significant fraction of 
system peak I/O rate (approximately 35GB/s).  
 
Another challenge is implementing high 
performance index/query for analysis and 
visualization. The core of visual data analysis is 
being able to quickly search through scientific data 
for subsets that meet specific criteria that 
correspond to features or phenomena of interest. 
Building upon a substantial body of work within 
CRD in the area of query-driven visualization and 
analysis, CRD researchers developed a hybrid 
parallel version of FastQuery [2], a distributed-
memory parallel implementation of bitmap 
indexing. With this new hybrid parallel 
implementation on Hopper, the team was able 
to perform a trillion particle dataset in about 10 

Figure 3: (a) Particle scatter plot (black) of Uperpedicular, 1 vs. Uperpendicular, 2 of all energetic particles (with Energy > 1.3) 
contained in the box in the x-line region indicated in Figure 4b. Additional isocontours indicate the associated particle 
density (blue = low density and red = high density). The elliptical shape of the particle distribution is indicative of 
agyrotropy in the x-line region. (b) Isosurface plot of the positron particle density np with color indicating the magnitude 
of the total current density |J|. The blue box (indicated by the arrow) is located in the x-line region of the simulation and 
illustrates the query (157.654 < x < 1652.441) && (-165 < y <-160.025) && (-2.5607 < z < 2.5607), which is used in Figure 
4a to study agyrotropy. 
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This work, which is documented in an SC12 
technical program publication [1], demonstrates 
several “first-ever” accomplishments. First, this 
work is the first time anyone ever ran a realistic 
trillion particle simulation on 120K Hopper 
cores. A plasma physics simulation of this scale 
produces phenomena never seen before. Second, 
this is the largest-ever write to a single shared 
32TB HDF5 file with collective I/O. Third, during 
the simulation run and subsequent parallel write 
operations, the team sustained approximately 
27GB/s in I/O performance, with occasional 
reaches to the full approximate 35GB/s theoretical 
peak performance. This level of I/O performance 
has never before been achieved. Fourth, the 
combination of FastBit/FastQuery/H5part has 
never before operated at this scale. Fifth, the 
science collaborators have never before looked at 
the one trillion particle data, which in turn lead to 
new science discoveries, namely the confinement 
of energetic particles to magnetic flux ropes and 
the agyrotropic behavior of energetic particles 
around the magnetic reconnection hot spots. 
Sixth, scientists examined the energy spectrum 

minutes, and execute queries in less than three 
seconds.  
 
These new capabilities—high performance I/O and 
index/query—enabled the team to study specific 
science questions about magnetic reconnection 

that were previously out of reach. One discovery 
was that energetic particles are confined by the 
magnetic flux ropes (see Figure 4a), another was 
the agyrotropic distribution of energetic particles 
in the region around a magnetic reconnection “hot 
spot” (see Figure 4b).

of the trillion particles and discovered a power-
law distribution. Power laws are routinely found in 
natural phenomena, and have been conjectured 
about in plasma physics simulations. This is 
the first such discovery in a 3D kinetic plasma 
simulation. Finally, the technological capabilities 
are deployed in software that is accessible by the 
worldwide software community (VisIt, FastQuery). 
These accomplishments reflect a successful 
collaboration between science researchers and 
several different programs at LBNL (visualization, 
scientific data management, NERSC).

CRD Contacts

Prabhat, Suren Byna, Oliver Rübel, E. Wes Bethel, 
Mark Howison, Arie Shoshani, Kesheng Wu, Andrew 
Uselton

Collaborators

Homa Karimabadi (UCSD), Vadim Roytershteyn 
(UCSD), Bill Daughton (LANL)
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COMPUTATIONAL COSMOLOGY CENTER
In recent years astrophysics has undergone a renaissance, transforming from a data-starved to a 
data-driven science. A new generation of experiments will gather datasets so massive that their 
analysis will require the use of leading-edge, high performance computing resources. Continuing 
a decade-long collaboration in this field, the Computational Research and Physics Divisions at 
LBNL have formed the Computational Cosmology Center (C3).

C3 is a focused collaboration of astrophysicists and computational scientists whose goals are 
to develop the tools, techniques and technologies to meet the analysis challenges posed by 
present and future cosmological datasets.

OVERVIEW OF HIGHLIGHTED PROJECTS

Members of C³ conduct research in a number of areas where high performance computing 
is needed to support theoretical and observational cosmology, or where massively parallel 
cosmology codes can help to drive computational science research and development. This 
section focuses on their work on the astrophysics imaging pipeline, simulations and analyses for 
the polarization of the CMB, and CMB data analysis from the Planck Satellite Mission.  
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PETER NUGENT is a senior staff 
scientist and Group Lead for 
C3 and an adjunct professor in 
the Astronomy Department at 
UC Berkeley. Nugent attended 
Bowdoin College and received 
his M.S. and Ph.D. in physics 
with a concentration in 
astronomy from the University 

of Oklahoma. He joined LBNL in 1996 as a 
postdoc fellow working with Saul Perlmutter on the 
measurement of the accelerating universe with 
Type Ia supernova, for which Perlmutter received 
the Nobel Prize in physics in 2011. Nugent has 
presented his work as a participant on PBS News 
Hour, NASA's Space Science Update program, 
CNN, NOVA, NPR, and BBC. His work has also been 
featured in Time, Newsweek, Science and Nature.

JULIAN BORRILL is a senior 
staff scientist and co-founder 
of C3. He leads the cosmic 
microwave background group’s 
work on massively parallel 
analysis algorithms and 
implementations, and their 
application to data from the 
Planck satellite, EBEX balloon, 

and PolarBear ground-based experiments. He 
is also the Computational Systems Architect for 
the US Planck collaboration. He holds multiple 
master’s degrees in mathematics and political 
science from the University of Cambridge, 
astrophysics and information technology from the 
University of London, and a Ph.D. in theoretical 
physics from the University of Sussex.

REIJO KESKITALO recently started 
in C3 to work on scalable 
mapmaking for the next 
generation of astrophysical 
experiments. He received his 
Ph.D. in theoretical physics from 
University of Helsinki in 2009. 
He has also been a member of 
the Planck collaboration since 

2005. Previously, Keskitalo was a postdoc at the 
California Institute of Technology where he worked 
on cosmic microwave background mapmaking 

and residual noise characterization. He continues 
to work on Planck through both low and high 
frequency instrument consortia.

TED KISNER is a Computer 
Systems Engineer working in 
C3. Kisner received his M.S. 
and Ph.D. in physics from 
UC Santa Barbara in 2002 
and 2008, respectively. His 
work focuses on algorithm 
development and using modern 
software engineering practices 

to improve the quality and scalability of software 
for cosmological data analysis.  Kisner’s current 
projects involve architecting a large software toolkit 
for cosmic microwave background experiments 
and prototyping techniques for maximum likelihood 
extraction of spectra from the proposed BigBOSS 
project. Kisner also works on packaging and 
managing production cosmology software across 
the machines at NERSC, the National Energy 
Research Scientific Computing Center.

AARON COLLIER is a Computer 
Systems Engineer working in C3. 
He holds degrees in computer 
science and mathematics from 
Widener University. His current 
work is primarily focused 
on application performance 
analysis and code optimization 
for massively parallel platforms. 

He has worked on a variety of codes including 
nonlinear algebraic equation solvers and nonlinear 
tokamak microturbulence codes. Collier previously 
worked at Lawrence Livermore National Laboratory 
and General Atomics.

RESEARCH STAFF

Computational Cosmology Center



Computational Research Division  2009-2012       103

ZARIJA LUKIC has been a 
postdoc in C3 since 2011. He 
received his Ph.D. in 2008 
at the University of Illinois at 
Urbana–Champaign, and was 
a postdoc research associate 
in the Theoretical Division at 
Los Alamos National Laboratory 
from 2008 to 2011. The main 

focus of his research is in the large-scale structure 
of the Universe, and accurate determination of 
cosmological parameters with particular emphasis 
on theoretical predictions for the Lyman-alpha 
forest using the Nyx code, which is relevant 
to current and future DOE-HEP experiments. 
Lukic’s research also includes aspects of nuclear 
physics, and he has published research on the 
practical usage of cosmic rays to obtain material 
identification of scanned cargos, as well as to 
remotely diagnose the state of damaged cores at 
the Fukushima reactors.

CASEY STARK is a third year 
astrophysics graduate student 
at UC Berkeley, working with 
Peter Nugent in C3. He received 
his B.S. in physics and math 
at the University of Southern 
California. His work focuses 
on cosmological simulations 
and building open source, 

easy-to-use simulation tools. Currently, Stark is 
working on simulating the Lyman-alpha forest to aid 
observational analysis and to learn about the high-
redshift IGM.

ROLLIN THOMAS has been a staff 
scientist in C3 since 2012. He 
received his B.S. in physics 
from Purdue University and his 
Ph.D. from the University of 
Oklahoma in 2003. Thomas is 
a computational astrophysicist 
focused on bringing high 
performance and parallel 

computing techniques to bear on problems 
related to dark energy. In particular, he works 
on experimental and theoretical efforts to better 
understand Type Ia supernovae to measure the 
accelerating expansion of the Universe. On the 
experimental side, he is interested in the discovery, 
follow-up, classification, and analysis of transient 
astrophysics data in evermore efficient and 
automated ways. His interests in supernova theory 
are related to numerical radiative transfer and 
involve creating new, data-driven codes to interpret 
supernova observations.

CHELSEA HARRIS is a graduate 
student at UC Berkeley. Her 
undergraduate studies were 
at UC Santa Barbara in the 
College of Creative Studies 
Physics Department. She 
received a B.S. in physics with 
Highest Academic Honors 
and Distinction in the major. 

In 2011, Harris participated in an internship 
focusing on creating synthetic radio line profiles 
for simulated molecular cloud cores. Her interests 
include large-scale cosmology, supernovae, binary 
evolution, binary formation and accretion disk 
instabilities.

Computational Cosmology Center
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ASTROPHYSICS IMAGING PIPELINES

Research Highlights
The Palomar Transient Factory (PTF), the La Silla 
Supernova Search (LSSN) and the Dark Energy 
Survey Supernova Search (DESSN) are experiments 
designed to systematically explore the optical 
transient and variable sky. The main goal of these 
projects is the discovery and follow-up of Type Ia 
supernovae—cosmic probes of distance—whose 
observation led to the discovery of the accelerating 
universe and today remains of the best ways to 
study dark energy. 

LBNL’s Physics Division is a major participant 
in these programs, and they along with Fermi 
National Accelerator Laboratory, Argonne National 
Laboratory and SLAC Laboratory are leading 
the effort on DESSN. In addition to this science, 
these surveys will fill the gaps in our present-day 
knowledge of the optical transient phase space and 
will provide deep co-additions of imaging data for 
the target selection of faint galaxies and quasars 
for future surveys like BigBOSS.

For one example of C3’s projects, PTF is currently 
the largest optical astronomical survey in the 
world and in four years of operations, researchers 
at Caltech, LBNL, IPAC, Berkeley, LCOGT, Oxford, 
Columbia and the Weizmann Institute have 
acquired over 2.5 million digital images spanning 
most of the extragalactic sky visible from the 

Figure 1: A schematic of the Palomar Transient Factory 
pipeline. Over 100GB of data come from the telescope 
each night and are processed in near real-time at LBNL/
NERSC. Machine learning classifiers look at well over one 
million potential candidates every night to automatically 
and a handful of new and exciting transients like the Type 
Ia supernova SN 2011fe.

Northern Hemisphere. During each clear night, they 
acquire nearly 100GB of digital images generating 
over 60 thousand transients detections (the 
needles), hidden within 2 million false positives 
due to image artifacts, mis-subtractions, cosmic 
rays, etc. (the haystack). Of these 60 thousand 
transients, only a handful are truly new and exciting 
astrophysical events (supernovae, gamma-ray 
bursts, etc.), and the majority are well-known and 
repeating events, such as variable stars, asteroids 
and active galaxies. 

The data is processed at NERSC and made 
available over the web and through databases 
on the Science Gateway nodes housed at the 
supercomputing facility. Images are taken every 
minute during the night and processed in near 
real-time generating over a thousand potential 
candidates per minute. These candidates need to 
be compared in real-time to past events, as well 
as to known nearby astrophysical objects, and 
then analyzed with a suite of machine learning 
algorithms to assess their quality. 

Figure 2: A false-color image of SN 2011fe in the Pinwheel 
galaxy. It is the closest Type Ia supernova in the last 25 
years and the brightest in the last 40 ears. Its discovery 
was made only 11 hours after explosion. The early 
discovery and announcement to the worldwide community 
has made it the best studied supernova of its type to date.

Computational Cosmology Center
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The rapid turnaround is necessary in order 
to detect the supernovae as fast as possible 
with additional instrumentation to understand 
the physics, which drives these events. The 
pipelines used to process the data, sift through 
the candidates, and output the results to their 
respective collaborations were developed in the 
Computational Cosmology Center. 

While DESSN and LSSN are just beginning, PTF 
has been very successful. With nearly 2,000 
spectroscopically confirmed supernovae, PTF has 
been the most successful survey of its generation 
and a forerunner of surveys like the DOE-NSF Large 
Synoptic Survey Telescope. PTF has discovered 
several interesting new astrophysical phenomena 
and has by far expanded our knowledge of the 
early phases of supernovae more than any previous 

survey. With three papers published in Nature, 
two in Science and over fifty-one papers total 
just in the past four years, the survey has been 
extremely productive scientifically. The pipelines 
created at NERSC for these surveys have been 
great test beds for other experiments. They fully 
explore the transfer of data, processing, analysis 
and distribution of science to large international 
collaborations with real-time turnarounds.

CRD Contact

Peter Nugent

Collaborators

Shri Kulkarni (PTF/Caltech), Charles Baltay (LSSN/
Yale), Masao Sako (DESSN/UPenn)

Scientific Impact 

To achieve the necessary signal-to-noise to detect 
Cosmic Microwave Background (CMB) polarization, 
the size of the datasets being gathered will grow 
thousand-fold over the next 15 years (just as 
datasets have increased over the last 15 years). 
This will require simulation and analysis tools to 
scale through the next 10 iterations of Moore’s law, 
into the realm of exascale computing. 

For the last four years, C3 has been working to 
address the challenges of scaling their codes 
to next-generation HPC systems. This project, 
developed from their work for the Planck satellite 
mission, will directly support C3’s collaborations 
on the PolarBear and EBEX experiments and will 
be made available to all next-generation CMB 
experiments (a large fraction of which use NERSC’s 
HPC resources). Using the full capability of next-
generation HPC systems requires two broad areas 
of work, though: first, addressing C3’s code I/O and 
communication bottlenecks, and second, enabling 
the codes to use new types of compute hardware 
(e.g., GPUs, Intel MIC). 

Given the hardware available at the projects outset 
(primarily NERSC’s Hopper system), C3 staff first 
addressed the I/O and communication bottlenecks. 
As shown in Figure 3, C3 staff improved their 

SIMULATIONS AND ANALYSIS OF CMB POLARIZATION DATA AT THE PETASCALE AND BEYOND

Research Highlights

Figure 3: Performance of C3’s core simulation and map-
making software at NERSC, from the rest run on 6000 cores 
of Seaborg to the most recent runs on 144,000 cores of 
Hopper, showing the impact of hybridization and MPI-
optimization.

simulation and mapping (SimMap) performance by 
a factor of 250 over the last six years, with half the 
increased performance time coming from Moore’s 
Law and half from algorithm and implementation 
improvements. This work also demonstrated that at 
the highest concurrencies communication-bound 
codes may benefit from running with one process 
and 24 threads per Hopper node, despite the 
inevitable NUMA overhead.

Computational Cosmology Center



106       Lawrence Berkeley National Laboratory

Scientific Impact 
The primary goal of post-Planck CMB experiments 
is to detect the cosmological B-mode signal that 
is expected to be generated by gravitational 
radiation from the epoch of inflation. Such a signal 
would both confirm and constrain the inflationary 
paradigm. The faintness of the signal both 
requires enormous data volumes to overcome the 
instrument noise and exquisitely precise handling 
of systematic effects. Both of these requirements 
need large numbers of detailed simulations that 
this code development is targeting. Already, C3 has 
been able to achieve Planck’s simulation goals, 
and are pushing towards PolarBear-scale runs (10x 
Planck’s data volume). In the coming year, C3 will 
also transition to Leadership Class Facilities and 

NERSC’s new Edison system, enabling researchers 
the ability to both extend their scaling to even 
higher concurrencies and begin the work of 
extending the code to take advantage of GPU and 
MIC architectures.

CRD Contacts

Julian Borrill, Aaron Collier, Josquin Errard, Reijo 
Keskitalo, Theodore Kisner

Collaborators
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London), Radek Stompor (APC, Paris)

COSMIC MICROWAVE BACKGROUND DATA ANALYSIS FOR THE PLANCK SATELLITE MISSION

Research Highlights
The Planck satellite mission will gather the 
largest, most detailed observations of the Cosmic 
Microwave Background (CMB) to date. However, the 
analysis of certain datasets, like the CMB datasets 
and the Planck dataset, given its precision and 
volume in particular, is a significant computational 
challenge.

For the last 10 years NASA has funded the 
CMB data analysis group in CRD to develop the 
high performance computing tools needed to 
perform the most computationally challenging 
elements of the Planck data analysis on NERSC 
supercomputers. For the last five years, this 
program has been formalized by a unique 
memorandum of understanding between DOE 
and NASA, under which DOE guarantees Planck 
an annual allocation of NERSC resources, and 
NASA guarantees the Berkeley group 2.5 full-time 
employees, both for the lifetime of the mission.

The Planck program builds upon C3's previous 
work on the Maxima and BOOMERanG balloon 
experiments, and the program itself provides the 
starting point for the development of the HPC tools 
needed for even larger datasets to be gathered by 
post-Planck suborbital experiments, like EBEX and 
PolarBear.

FIGURE 4: FFP6 temperature and polarization maps 
corresponding to one realization of the Planck data at all 
of its nine frequencies (seven polarized, two unpolarized). 
These data include both the CMB and astrophysical 
foregrounds, and instrument noise, band-pass and  
beam effects.

Computational Cosmology Center
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All current and forthcoming cosmology experiments 
will depend upon Planck results to complement 
their observations. For at least the next decade 
Planck will provide the definitive temperature 
and the only high-resolution, all-sky, polarization 
dataset. However, the fluctuations in the CMB 
that encode the fundamental science are so 
tiny that without very precise control, they would 
be overwhelmed by statistical and systematic 

uncertainties. This work is therefore absolutely 
essential for the comprehensive scientific 
exploitation of the dataset being gathered by 
Planck. Over the last five years, C3 has increased 
the scale of their simulation suites approximately 
250-fold, with half of that coming from increases 
in NERSC’s computing capability and half from 
improvements to C3’s algorithms.

Scientific Impact 

CRD Contacts

Julian Borrill, Aaron Collier, Reijo Keskitalo, 
Theodore Kisner

synthetic Planck observation time-streams and 
apply the same map-making to each as was used 
for the real data, and to do so quick and cheap 
enough to meet the mission's schedule and 
resource constraints.

A series of evermore complex and complete 
simulations of the Planck full focal plane (FFP) 
has been generated over the past five years. C3 
has recently completed FFP6, generating around 
50TB of simulated data and over 100,000 maps, 
using approximately 5 million CPU-hours on up 
to 100,000 Hopper cores over a period of two 
months. This will be crucial in validating the tools 
and quantifying the results to be published in the 
first Planck cosmology release in March 2013.

COLLABORATORS

The Planck Collaboration

Computational Cosmology Center

The CMB provides a unique image of the Universe, 
as it was only 400,000 years after the Big Bang, 
and it provides a powerful probe of both cosmology 
and ultra-high energy physics. Previous CMB data, 
in tandem with observations of Type Ia supernovae, 
overturned the standard model of cosmology 
and replaced it with a Universe dominated by a 
mysterious dark energy; all of the experiments now 
being fielded that try to understand this depend 
upon the Planck results to break degeneracies in 
their parameter space.

Controlling statistical and systematic uncertainties 
is critical to CMB data analyses. These analyses 
rely on huge ensembles of simulations. C3's goal 
is to develop the tools to generate O(10,000) 
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MATHEMATICS GROUP
The Mathematics Group’s research centers on the development of numerical and analytical 
methods and their application to challenging, difficult problems in physics and engineering. 
Current areas of specialized interest are vortex and particle methods, solid mechanics and 
fracture, interface techniques, turbulence theory, dynamics of polymeric systems, parallel 
implementation of codes for large-scale scientific computing, and fast algorithms.

OVERVIEW OF HIGHLIGHTED PROJECTS

The Mathematics Group is in collaboration with the UC Berkeley Mathematics Department. All 
of the staff hold joint appoints at LBNL and UC Berkeley and therefore, their research reflects 
a team effort among senior staff scientists, professors, postdocs, and graduate students. Their 
highlighted projects here are only a few of many, which include implicit sampling, mathematical 
and algorithmic methodologies for computing multi-phase, multi-physics problems, math 
applications to vertical axis wind turbine simulations, and long-time dynamics and optimization 
of nonlinear partial differential equations. 
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JAMES A. SETHIAN is a professor 
of mathematics at UC Berkeley, 
as well as a Senior Faculty 
Scientist and Group Lead of 
the Mathematics Group. He 
received his Ph.D. in applied 
mathematics from UC Berkeley 
in 1982. Sethian continued his 
research with an NSF postdoc 

fellowship at the Courant Institute of Mathematics, 
and then returned to Berkeley as an assistant 
professor in 1985. He now holds the James H. 
Simons Chair in Mathematics at UC Berkeley. 
Sethian is the author of many scientific articles 
and books, and serves as an associate editor on 
several journals. He is a member of the National 
Academy of Engineering, and the recipient of 
numerous prizes and awards. His awards include 
the Norbert Wiener Prize in Applied Mathematics, 
which is awarded jointly by the American 
Mathematical Society (AMS) and the Society for 
Industrial and Applied Mathematics (SIAM), for his 
representations of the motion of curves, surfaces, 
interfaces, and wave fronts, and for his applications 
of mathematical and computational ideas to 
scientific problems. He was also awarded the 2011 
Pioneer Prize, which is awarded by the International 
Council for Industrial and Applied Mathematics 
(ICIAM) for his contributions to applications 
in imaging and shape recovery in medicine, 
geophysics, tomography, and drop dynamics in 
ink jets. Sethian works the theory, algorithms, 
and applications of moving interfaces as they are 
applied to problems in fluid mechanics, materials 
science, and industrial processes, such as ink jet 
printing, semiconductor fabrication, biological and 
medical imaging, and geophysics.

GRIGORY BARENBLATT is 
an Emeritus Professor of 
Mathematics at UC Berkeley, 
and he is an Emeritus Senior 
Faculty Scientist at LBNL. 
Before joining LBNL in 1997, 
Barenblatt graduated in 1950 
and completed his Ph.D. in 
1953 at Moscow University’s 

Department of Mechanics and Mathematics. 
He received his D.Sc. in 1957 and obtained his 
professorship in 1967 from Moscow University as 

well. From 1992 to 1994, Barenblatt was the G.I. 
Taylor Professor of Fluid Mechanics at Cambridge 
University. His work includes research on fracture 
mechanics, the theory of fluid and gas flows in 
porous media, the mechanics of non-classical 
deformable solids, turbulence, and self-similarities, 
nonlinear waves and intermediate asymptotics. 
His studies led to non-classical problems in 
mathematical physics with wide practical 
applications. Barenblatt has had many awards and 
honors for his work in mathematics. His honors 
include the Timoshenko Medal from the American 
Society of Mechanical Engineers, and Maxwell Prize 
from the International Council for Industrial and 
Applied Mathematics, and the G.I. Taylor Medal 
from the US Society of Engineering Sciences, and 
foreign membership in the US National Academy  
of Sciences.

ALEXANDRE CHORIN is a 
UC Berkeley professor of 
mathematics and a Senior 
Faculty Scientist in the 
Mathematics Group. He 
received his Ph.D. from 
the Courant Institute of 
Mathematics at New York 
University in 1966, becoming 

an associate professor in 1971 before joining 
the Berkeley faculty in 1972. He was head of the 
LBNL Mathematics Department from 1986-1985. 
Chorin’s awards include the National Academy 
of Sciences award in applied mathematics and 
numerical analysis, the Wiener prize of the 
American Mathematical Society, and the Lagrange 
prize of the International Council on Applied 
Mathematics. Chorin is known for his contributions 
to computational fluid mechanics, turbulence 
theory, and computational statistics, including the 
invention of the ubiquitous projection method for 
modeling incompressible fluids and the random 
vortex method for computing turbulent flow.

RESEARCH STAFF

Mathematics Group
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OLE HALD is a professor of 
mathematics at UC Berkeley. 
He received his Ph.D from 
the Courant Institute of 
Mathematics at New York 
University in 1972. He works in 
numerical analysis and inverse 
problems with a wide collection 

of applications to geophysical simulations, inverse 
sampling, stochastic particle methods, and  
fluid mechanics.

JON WILKENING is an associate 
professor in the Mathematics 
Department at UC Berkeley and 
a member of the Mathematics 
Group. Wilkening graduated 
summa cum laude with honors 
with a B.S. in engineering 
physics from the University of 
Arizona in 1996. He received 

a Ph.D. in mathematics from UC Berkeley in 
2002, where he studied microchip failure due 
to stress-driven grain boundary diffusion and 
electromigration. He was a DOE Computational 
Science Graduate Student Fellow from 1997 to 
2001 and was chosen as a Frederick A. Howes 
Scholar in Computational Science in 2003. 
Wilkening was a Courant Instructor at New 
York University from 2002 to 2005. He joined 
the faculty at UC Berkeley in 2005, and won 
an NSF CAREER award in 2010. His research 
interests are in numerical analysis, computational 
physics, partial differential equations and high 
performance computing. He has studied a wide 
variety of physical systems, including the failure of 
microchips, optimal transportation, gas dynamics, 
shape-optimization of robotic crawlers, lubrication 
theory, mode-locked lasers, water waves, and 
rolling tires.

PER-OLOF PERSSON has been 
an assistant professor of 
mathematics at UC Berkeley 
since 2008, and he is also an 
affiliate in the Mathematics 
Group at LBNL, and the 
Department of Aeronautics and 
Astronautics at MIT. Between 
2005 and 2008, Persson was 

an instructor of applied mathematics at MIT. His 
current research interests are in high-order methods 
for fluid and solid mechanics, and in particular 
techniques based on the discontinuous Galerkin 
method. Persson developed the 3DG software 
package based on new discretization techniques 
and efficient solvers, which can be applied to 
problems in aerodynamics and solid dynamics, such 
as aero-acoustics, biologically inspired flapping flight, 
wind turbines, and micro-mechanical devices.

F. ALBERTO GRÜNBAUM is a 
Senior Faculty Scientist in the 
Mathematics Group at LBNL. He 
also holds a full-time position in 
the Mathematics Department 
at UC Berkeley. Before joining 
LBNL in 1976, Grünbaum taught 
at the Courant Institute at NYU, 
was a research scientist at the 

IBM Research Center in Yorktown Heights, NY and 
then joined the Applied Mathematics Department at 
Caltech before moving to Berkeley in 1974. He has 
served as director of the Center for Pure and Applied 
Mathematics and then Chairman of the UC Berkeley 
Mathematics Department from 1989–1992. He has 
been published extensively in the area of imaging, 
and his recent research interests include the study 
of quantum walks and its applications to different 
areas of science and technology.

BEN STAMM was a Morrey Visiting 
Assistant Professor in the 
Department of Mathematics at 
UC Berkeley and was affiliated 
with the Mathematics Group at 
LBNL from 2010 to 2012. He is 
currently an assistant professor 
with chair (Maître de conférence 
avec chaire) at the Laboratoire 

Jacques–Louis Lions at the University of Pierre et 
Marie Curie (UPMC-Paris VI). He received his Ph.D. 
in 2008 and his M.S. in 2005 both in mathematics 
from the École Polytechnique Fédérale de 
Lausanne (EPFL). His research interests include 
numerical analysis, partial differential equations, 
discontinuous Galerkin methods, stabilization 
strategies, reduced basis method, scattering 
problems, electrical field integral equation, and  
a posteriori estimates.

RESEARCH STAFF

Mathematics Group
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JEFF DONATELLI is a sixth year 
math graduate student at UC 
Berkeley. He received his B.S. in 
mathematics with high honors 
from the University of Maryland, 
College Park in 2007. He is a 
DOE Computational Science 

Graduate Fellow. His current research includes 
algorithm design for next generation X-ray imaging, 
computational harmonic analysis, phase retrieval, 
and orientation determination.

BRADLEY FROEHLE is a graduate 
student and research assistant 
at UC Berkeley and in the 
Mathematics Group where 
he works on high-order fluid 
and fluid-structure interaction 
methods. He received his B.S. in 

math, summa cum laude and with high distinction, 
and in physics, with high distinction, from University 
of Minnesota, Twin Cities in 2003. Froehle’s 
research interests include numerical analysis, 
fluid and solid mechanics, micromagnetics, 
computational physics, partial differential 
equations, mesh-based partial differential equation 
methods, deformable domains, discontinuous 
Galerkin finite elements, high performance 
computing, multigrid, numerical optimization, time 
periodicity, and GPU programming (CUDA/OpenCL).

MICHAEEL KAZI is a Ph.D. 
student at UC Berkeley in the 
Mathematics Department. 
He received his B.S. in 
computer science and applied 
mathematics from the Florida 
Institute of Technology in 2007. 

Kazi’s research works on the reconstruction of 
surfaces with level set methods, given volume-of-
material data.

TREVOR POTTER received his B.A. 
in mathematics from Gustavus 
Adolphus College in 2006. His 
current research is on time-
periodic solutions of viscoelastic 
treaded rollers and the effects 
of viscoelasticity on steady state 

rollers. Some of Potter’s past research has been on 
numerical studies of effective dynamics equations 
for solutions to the nonlinear Schrödinger equation.

CHRIS RYCROFT is a Morrey 
Assistant Professor in UC 
Berkeley’s Mathematics 
Department and the 
Mathematics Group at LBNL. 
He works on developing 
parallel and high-performance 

simulation methods to address problems in solid 
and fluid mechanics. Rycroft has also worked on 
simulations of dense granular materials where he 
wrote a free software library, Voro++, for carrying 
out 3D cell-based computations of the Voronoi 
tessellation. Currently, he is working with the 
Bay Area Physical Sciences-Oncology Center on 
computational cell modeling.

AUGUST JOHANSSON, a native 
of Sweden, received his 
M.S. in engineering physics 
from Chalmers University 
of Technology and his Ph.D. 
in computational science 
and engineering from Umea 

University. He is currently a Miller Fellow at 
the Department of Mathematics, UC Berkeley. 
Johansson is interested in developing numerical 
methods for partial diferential equations, primarily 
using finite elements. He is particularly interested 
in problems involving phenomena that are 
described by several partial diferential equations 
coupled to each other, which may involve different 
temporal and spatial scales. He is also developing 
fixed grids methods where the finite element mesh 
does not need to fit the computational domain.

MATTHIAS MORZFELD is a 
mathematician postdoc fellow 
at LBNL. He received his Ph.D. 
in mechanical engineering from 
UC Berkeley in 2011 and his 
M.S. in 2009 also in mechanical 
engineering from UC Berkeley. 

He graduated from the Technical University 
Darmstadt, Department of Mechanical Engineering 
in 2007 with distinction. His research interests 
include Monte Carlo methods, data assimilation, 
vibration and controls, and model order reduction. 
His goal is to create methods and algorithms 
that are useful in applications in oceanography, 
geomagnetism, robotics, structural dynamics and 
earthquake engineering.

Mathematics Group
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BEN PRESKILL received his B.S. 
in mathematics from Harvey 
Mudd College in Claremont, 
California. He is currently a 
fourth year graduate student in 
the Mathematics Department 
at UC Berkeley and an NSF 
Graduate Fellow. His research 
is working on elastic interface 

evolution in biological systems.

ROBERT SAYE studied at the 
Australian National University 
and received a Bachelor of 
Philosophy with First Class 
Honours (2007), specializing 
in applied mathematics. He 
expects to graduate from UC 
Berkeley with a Ph.D. in applied 
mathematics in 2013. His 

research interests include problems involving 
multiple moving interfaces, development of 
advanced numerical methods, multi-scale  
physics, fluid flow and fluid-structure interaction, 
high performance computing methods and 
scientific visualization.

LUMING WANG received a B.S. 
in mathematics from Zhejiang 
University, China, and he is 
currently a third-year graduate 
student in applied mathematics 
at UC Berkeley. He has also 
studied at UCLA and Uppsala 
University, Sweden during his 
undergraduate studies. His 

research interests include high-order accurate 
numerical method, unstructured mesh generation 
and physics-based simulations.

JUE CHEN is a second year 
math graduate student at UC 
Berkeley. She received her B.S. 
in mathematics and applied 
mathematics from Zhejiang 
University, Chu Kochen Honors 
College in 2010, with an 
emphasis in pure mathematics. 
Her current research interests 

include the compact finite difference method 
on linear elasticity problems, and the boundary 
integral method on wave equations.

MARIA GARZON is a full-time professor at Oviedo 
University, Oviedo, Spain, and she is also a 
visiting scholar at LBNL. She graduated from the 
Superior Mining School, Oviedo, Spain in mining 
engineering, and she received her Ph.D. in mining 
engineering from the University of Oviedo as well. 
Her research is in embedded potential flow models 
and level set methods, and numerical methods 
for free boundary problems. Garzon is currently 
developing embedded potential methods for 
electrical charged drops in a 3D formulation to 
simulate industrial electro-spray devices.

JAKUB KOMINIARCZUK studied at 
the Massachusetts Institute of 
Technology and received two 
degrees: a B.S. in mathematics 
and a B.S. in physics, both 
in 2007. He expects to 
graduate from UC Berkeley 
with a Ph.D. in mathematics in 
2013, specializing in applied 

mathematics. His research interests include 
problems involving high-dimensional probability 
distributions which appear frequently in problems 
arising in condensed matter and quantum physics, 
biology and social sciences.

Mathematics Group
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IMPLICIT SAMPLING

Research Highlights
The difficulty in sampling many-dimensional 
probability densities on a computer is a major 
obstacle in many fields of science, for example, 
in economics and finance, weather forecasting, 
quantum field theory, and statistics. The problem is 
that there are typically too many states to sample, 
most of which have a very small probability, and 
the location of the important states is not known in 
advance.

The Mathematics Group at LBNL has developed 
a methodology, implicit sampling, which finds 
unbiased high-probability samples efficiently 
through a variationally enhanced process, which 
zeroes in on the high-probability regions of the 
sample space.

One major application of their methodology so 
far, has been to the problem of data assimilation, 
where one is trying to make predictions on the 
basis of an uncertain model and a stream of noisy 
data (as one does, for example, in meteorology 
and in economic forecasting). As an example, 
suppose the coast guard is trying to locate a dinghy 
carrying survivors from a shipwreck (see Figure 1). 
The previous method of calculating the dinghy’s 
trajectory can guess where the dinghy would be 
on the basis of imprecise information about wind 
directions and currents (this is the noisy model). 
Let’s say a ham radio operator has heard from 
someone on the dinghy, but this information is also 
imprecise (this is a noisy datum). How does one 
combine the two to find an optimal guess, without 
first tracing out a lot of possible paths and then 
finding out that most of the traced paths are, in 
fact, made unlikely by the data? Implicit sampling 
makes it possible to do this quickly and efficiently. 

The real-life applications carried out so far include 
applications to oceanography, meteorology, 
geomagnetism, biology, and engineering. Figure 
2 shows numerical results from an application 
to combustion, where one is trying to estimate 
the state of a flame from a mathematical model 
supplemented by noisy data. The graph shows 
the mean and variance of the error as a function 

of the number of “particles” (i.e., samples), with 
two estimation methods: one in wide use, and one 
based on implicit sampling. The latter has much 
smaller errors at much lower costs.

Figure 1: Example of how implicit sampling can accurately 
estimate the position of a dinghy (shown by the path in red) 
without having to trace improbable paths (shown in blue).

Mathematics Group

Figure 2: Mean error and standard deviation of the 
standard method (blue) and the implicit sampling method 
(red). The standard method requires thousands of particles 
for the estimation, and the implicit sampling method 
requires only a few particles.
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The efficient sampling of many-dimensional 
probability densities will have a large impact 
throughout science. At LBNL, mathematics 
researchers are currently considering applications 
to quantum mechanics, statistical physics, 
meteorology and climate prediction, and 
underground hydrodynamics.

CRD Contact

A. Chorin (UCB/LBNL), M. Morzfeld, J. Kominiarczuk

Scientific Impact 

Many problems involve the physics of multiply-
connected moving interfaces. Some examples of 
these problems include liquid foams (e.g., soap 
bubbles, polyurethane and colloidal mixtures), and 
solid foams, such as wood and bone. Manufactured 
solid foams lead to lightweight cellular engineering 
materials, including crash absorbent aluminum 
foams; and controlling foams are critical in 
chemical processing. 

These problems have multiple domains which 
share common walls meeting at multiple junctions. 
The domain boundaries move under forces 
which depend on both local and global geometric 
properties, such as surface tension and volume 
constraints, as well as long-range physical 
forces, including incompressible flow, membrane 
permeability, and elastic forces. For example, the 
interaction of multiple phases in fluid simulations 
requires a robust treatment of the interplay 
between membrane dynamics, fluid mechanics, 
surface tension, and intricate jump conditions [3], 
[4]. 

Producing good mathematical models and 
numerical algorithms that capture the motion 

Figure 3: In a typical multi-phase fluid flow problem, the 
Navier–Stokes equations, determined by the velocity u of 
the multi-phase fluid, are coupled to the interface motion, 
which in turn couples to the fluid via surface tension.

of these interfaces is challenging, especially at 
junctions where multiple interfaces meet, and 
when topological connections change. Several 
methods have been proposed to track interfaces, 
including front tracking, volume of fluid, variational, 
and level set methods. It has remained a challenge 
to robustly and accurately handle the wide range 
of possible motions for an evolving, highly complex, 
multiply-connected interface that separates a large 
number of phases under time-resolved physics. 

CRD Math researchers have recently built a 
computational methodology, known as the Voronoi 
Implicit Interface Method, to track multiple 
coupled interfaces moving under complex physics 
constraints. Mathematically, the researchers 
provide a consistent formulation of 3D multi-
phase physics as a single time-dependent 
partial differential equation, which is solved 
using intertwined steps of initial value upwind 
solvers and fast Eikonal solvers for Voronoi 
reconstructions. The results are algorithms which 
efficiently and accurately compute topological 

Computational Cosmology Center

MATHEMATICAL AND ALGORITHMIC METHODOLOGIES FOR COMPUTING MULTI-PHASE MULTI-
PHYSICS: INDUSTRIAL FOAMS, MATERIALS, MANUFACTURING AND CELL MECHANICS

Research Highlights

Figure 4: An example 3D incompressible fluid flow 
simulation, mixing phases at various densities under gravity 
and surface tension, where t denotes time.
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The Math Group’s algorithms allow for a more 
accurate understanding of a vast array of science 
problems and applications. The algorithms are 
applicable to many computing problems in both 
industry and research, including fluid mixing 
of multiple species in combustion and reactor 
designs, grain metal and materials growth in 
industrial manufacturing, semiconductor failure 
analysis of metal interconnect lines, liquid foam 
drainage in chemical and biological devices, and 

cell mechanics and structural stability analyses in 
biofuels. The original paper for this research was 
awarded the 2011 Proceedings of the National 
Academy Sciences Cozzarelli Prize for Best Paper in 
Applied Sciences and Engineering [2].

CRD Contact

R. Saye, B. Preskill, D. Maddix, J. A. Sethian

Scientific Impact 

The Mathematics Group has developed new 
numerical schemes for high-order accurate 
simulations of fluids and solids [1]. This has led 
to efficient solvers that scale well on the new 
generation of multi-core computer architectures. 
The research focuses on applying these methods 
to relevant applications, such as wind turbine 
simulations. The Math Group’s studies have been 
used to determine optimal operating conditions 
and to maximize the power outputs of vertical-axis 
wind turbines, or VAWTs. 

Figure 6: Power output for each of the blades vs. time.

In more detail, the Math Group has developed new 
numerical methods for solving the equations that 
arise from these physical application problems. One 
recent example is the Line-DG method, which is a 
class of high-order schemes that are 1–2 orders of 
magnitude more efficient than current approaches. 
They also developed implicit-explicit timestepping 
schemes for an accurate fluid-structure simulation 
without coupled Jacobian matrices. And finally, they 
improved the parallel block-ILU(0) and multigrid 
preconditioners that are used in the solvers, which 
scale well up to thousands of CPU cores.

Mathematics Group

change while coupling to fluid and solid mechanics, 
surface tension, and geometrical constraints. The 
methods are highly efficient and parallelizable, 

and they are now being used to compute industrial 
mixing and materials manufacturing.

HIGH-ORDER METHODS FOR FLUID-STRUCTURE INTERACTION WITH APPLICATIONS TO VERTICAL 
AXIS WIND TURBINE SIMULATIONS

Research Highlights

Figure 5: VAWT Simulation, 3kW unit, showing the 
vorticity plot of a three-blade 3kW unit.
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Math researchers have implemented the methods 
in the 3DG software package, which is used by a 
number of research groups at UC Berkeley, LBNL, 
and MIT, for simulations in areas such as wind 
turbines, flapping flight, and aeroacoustics.

Their techniques replace the traditional low-order 
techniques for a range of simulation tools. They 
provide reliable levels of accuracy for challenging 
problems, involving wave propagation, multiple 
scales, multi-physics, and nonlinear interactions.

CRD Contact

P.-O. Persson

Scientific Impact 

The Math Group is developing new computational 
tools to study dynamic problems with time-periodic 
forcing or symmetry. A key step in this research is 
to devise adjoint-based optimization techniques 
suitable for large-scale systems governed 
by nonlinear evolutionary partial differential 
equations. Because the solutions of the partial 
differential euqations are time-periodic, Floquet 
theory can be used to characterize their stability. 
The framework developed to compute time-periodic 
solutions is easily adapted to compute Floquet 

LONG-TIME DYNAMICS AND OPTIMIZATION OF  
NONLINEAR PARTIAL DIFFERENTIAL EQUATIONS

Research Highlights

Figure 9: Stability of rogue waves.

multipliers in parallel on a supercluster. These 
algorithms have been demonstrated in a wide 
array of application areas, including water waves, 
viscoelastic fluids, gas dynamics, nonlinear optics, 
and solid mechanics.

Mathematics Group

Figure 7: Zoom-in of a blade-tip of the computational high-
order mesh, showing the stretched elements required to 
resolve the turbulent boundary layer.

Figure 8: Dynamics of rolling tires. One of the applications 
in which time-periodic dynamics are important. 

Figure 10: Parallel geometric multigrid.
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Using these methods, the Math Group has solved a 
60 year old open question on the limiting form of 
extreme standing water waves due to Penney and 
Price (1952) and G.I. Taylor (1953). Their question 
was whether the largest-amplitude standing wave 
would form a 90 degree corner angle, providing an 
example of finite-time singularity formation in 
Euler’s equations in which the solution regains 
smoothness after the event. The new result or 
answer is that the wave crests of extreme standing 
waves do not sharpen to a corner in a self-similar 
fashion as predicted, but instead develop an 
oscillatory structure on small scales near the crest. 

The Math Group is currently using these methods 
to study stress states in rolling vehicle tires with 
treads, and to study the low-dimensional nature of 
standing water waves by combining high-resolution 
numerical simulations with reduced-order modeling 
techniques. They also use these methods to gain 
insight about the onset of elastic turbulence in 
viscoelastic mixing problems, and to optimize over-
a-cycle in complex fluid-structure problems, such 
as flapping flight. These techniques provide vast 
improvements in efficiency and robustness through 
parallelism and reformulation as minimization 
problems.

CRD Contact

J. Wilkening

Scientific Impact 
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CENTER FOR COMPUTATIONAL SCIENCES AND ENGINEERING
The Center for Computational Sciences and Engineering (CCSE) develops and applies advanced 
computational methodologies to solve large-scale scientific and engineering problems arising 
in the Department of Energy (DOE) mission areas involving energy, environment, and industrial 
technology.  The primary focus of CCSE researchers is on designing algorithms for multi-scale, 
multi-physics problems described by nonlinear systems of partial differential equations, and 
in developing implementations of algorithms that target current and next-generation massively 
parallel computational architectures. Sample application areas include combustion, porous 
media flow, fluctuating hydrodynamics, atmospheric modeling, cosmology and astrophysics. 
CCSE researchers work collaboratively with application scientists to develop state-of-the-art 
solution methodologies in these fields. 
 
CCSE is also the home of BoxLib, a software framework for massively parallel block-structured 
adaptive mesh refinement (AMR) codes.  BoxLib is used for the development of new algorithms 
and is the basis for many mature AMR applications.

OVERVIEW OF HIGHLIGHTED PROJECTS

CCSE’s highlighted projects include an overview of the Center for Exascale Simulation of 
Combustion in Turbulence (ExaCT) and a discussion of their work on high-order multi-physics 
coupling strategies. 
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KAUSHIK BALAKRISHNAN is a 
postdoc in CCSE. He received 
his B.Tech in aerospace 
engineering from the Indian 
Institute of Technology, Madras, 
India, and his M.S. and Ph.D. in 
aerospace engineering from the 
Georgia Institute of Technology, 
Atlanta. He joined CCSE in 2010 

and works on numerical methods for simulation of 
explosions, reactive flows, multi-phase flows, and 
fluctuating hydrodynamics.

ANUJ CHAUDHRI is a postdoc in 
CCSE. He received his B.E. in 
mechanical engineering from 
Osmania University in India, 
his M.S. from the University of 
Tennessee, Knoxville, and his 
Ph.D. in applied mechanics 
and mechanical engineering 

from the University of Pennsylvania. Before joining 
LBNL in 2012, he was a postdoc in theoretical 
biophysics at the University of Chicago and a 
visiting scientist at Genentech. His research 
interests include statistical physics, biophysics, 
multi-scale modeling, stochastic processes and 
developing numerical schemes for stochastic 
partial differential equations.

MARC DAY is a staff scientist in 
CCSE. He received his B.S. in 
nuclear engineering from UC 
Berkeley and his Ph.D. in plasma 
physics and nuclear engineering 
from UCLA. Day joined CCSE 
in 1995, first through a joint 
postdoc appointment with the 
NERSC computing center, and 

then full-time with CCSE in 1996. His primary focus 
has been developing and implementing block-
structured adaptive numerical methods for a variety 
of problems in reacting fluids, with applications 
in astrophysical flows, terrestrial combustion, and 
multi-phase sub-surface flows.

JOHN BELL is the Department 
Head of MACS (the Mathematics 
and Computational Sciences 
Department) and the group 
leader of CCSE. He received 
his B.S. from MIT and his 
Ph.D. from Cornell University, 
both in mathematics. Before 
coming to LBNL in 1996, Bell 

was the group leader of the Applied Math Group 
at Lawrence Livermore National Laboratory. 
His research interests include development 
and analysis of numerical methods for partial 
differential equations and stochastic systems. He 
contributed to research in finite volume methods, 
low Mach number methods, adaptive mesh 
refinement, numerical methods for stochastic 
partial differential equations, and parallel 
computing. He has worked on applications of 
these methods in a number of areas including 
astrophysics, combustion, subsurface flow, and 
micro-fluidics. He is also the deputy director of the 
ExaCT Co-Design Center. 
 

ANN ALMGREN is a staff scientist 
in CCSE. She received her 
B.A. in physics from Harvard 
University and her Ph.D. in 
mechanical engineering from 
UC Berkeley. She visited the 
Institute for Advanced Study in 
Princeton, NJ, prior to joining 
Lawrence Livermore National 

Laboratory, then moved to LBNL in 1996. Her 
primary research interest is in computational 
algorithms for solving numerical partial differential 
equations for fluid dynamics in a variety of 
application areas. Her current projects include the 
development and implementation of new multi-
physics algorithms in high-resolution adaptive 
mesh codes that are designed for the latest multi-
core architectures. She is particularly interested in 
low-Mach number methods for atmospheric and 
astrophysical applications.
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MIKE LIJEWSKI is one of the 
principal architects of the 
BoxLib framework, and is an 
expert in many aspects of 
high performance computing. 
He regularly designs and 
implements new features in the 
BoxLib code while maintaining 
and improving the efficiency 

and performance of existing features across a 
range of platforms. He received a B.A. in math from 
Illinois Wesleyan University and an M.A. in applied 
mathematics from University of Maryland, College 
Park. He started with CCSE after working at NSWC 
(Naval Surface Warfare Center), Cornell Theory 
Center, NASA Goddard, The Royal Hong Kong 
Jockey Club, and Rogue Wave Software.

ANDY NONAKA is a research 
scientist in CCSE. He received 
his B.S. in electrical engineering 
from University of the Pacific 
and his Ph.D. in engineering 
applied sciences from UC 
Davis. Nonaka joined CCSE 
as a postdoc in 2007 and 
became a research scientist 

in 2011. His interests include the development 
of high-order spatial and temporal discretizations 
to solve problems described by compressible, 
incompressible, and low-Mach number models 
in combustion, astrophysics, and fluctuating 
hydrodynamics problems.

WEIQUN ZHANG is a project 
scientist in CCSE. He received 
his B.S. in physics from the 
University of Science and 
Technology of China and 
his Ph.D. in astronomy and 
astrophysics from UC Santa 
Cruz. He was a postdoc 
at Stanford University and 

New York University before he joined CCSE in 
2010. He has worked on numerical methods for 
relativistic magnetohydrodynamics and radiation 
hydrodynamics, and applications in astrophysics. His 
recent projects include the development of high-
order narrow stencils for second-order derivatives 
and the development of a new combustion code that 
solves compressible Navier–Stokes equations for 
viscous multi-component reacting flows.

VINCE BECKNER is a Computer Systems Engineer 
and programmer in CCSE. He received his B.S. 
in mechanical engineering from the University of 
Florida and his M.S. in computer science from 
the California Polytechnic State University, San 
Luis Obispo. He started with the group in 1992 
when it was at the Lawrence Livermore National 
Laboratory, and moved with the group to LBNL in 
1996 when it became CCSE. His interests include 
large-scale parallel programming, performance 
tuning, I/O optimization, data analytics, and 
visualization.

MATTHEW EMMETT is a postdoc in CCSE. He received 
his B.S. in mathematical physics from Simon Fraser 
University, his M.S. in applied mathematics from 
the University of Calgary, and his Ph.D. in applied 
mathematics from the University of Alberta. He 
was a postdoc at the University of North Carolina 
at Chapel Hill before joining CCSE in 2012. His 
research interests currently focus on numerical 
schemes for evolving time-dependent partial 
differential equations, including iterative, multi-
level timestepping schemes, and methods for their 
parallelization across the time domain.

Center for Computational Sciences and Engineering
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CENTER FOR EXASCALE SIMULATION OF COMBUSTION IN TURBULENCE

Research Highlights
Extrapolating current trends in computer 
architecture leads to machines that have 
unrealistic power requirements, are intractable 
to build and maintain, and are too expensive. 
Reducing power and cost leads to many-core 
architectures with reduced memory per core and 
high costs for data movement. Effective utilization 
of these types of architectures requires that 
scientists fundamentally rethink their simulation 
methodology, while simultaneously considering 
the algorithms used to model the relevant physics. 
The scientists have to consider the programming 
models used to implement those algorithms and 
how different architectural features affect the 
performance of the simulation methodology. These 
issues need to be addressed as part of an iterative 
co-design loop that includes mathematicians, 
computer science researchers and vendors to 
ensure that scientists can effectively utilize future 
exascale architectures. 
 
The goal of the Center for Exascale Simulation of 
Combustion in Turbulence, or ExaCT, is to address 
these co-design issues in the context of combustion 
simulation, one of the critical DOE applications 
that would benefit significantly from a substantial 
increase in simulation capability. ExaCT is a DOE-
funded collaboration across multiple national 
laboratories and universities. The US is at a critical 
crossroad where issues of energy security, climate 
change, and economic competitiveness are driving 
a need for new high-efficiency, low-emissions 
combustion systems for transportation, power 
generation and industrial processes that are able 
to burn an evolving set of new fuels.  Simulations 
are urgently needed to facilitate the development 
of these new systems and fuels. Meeting this 
need requires simulations with sufficient chemical 
fidelity to distinguish the combustion properties of 
alternative fuels in the combustion regimes that 
are relevant in novel combustion systems. 
 
During the first year of the project, CCSE, as part 
of the ExaCT team, focused on three basic tasks. 
The first task was a detailed characterization of 
the behavior of current combustion simulation 
methodology. This study, performed at the request 

of the vendor community, focused on measuring 
the instruction mix, memory requirements, byte-to-
flop ratios and communications of current codes. 
These measurements provided an initial baseline 
for defining hardware requirements and helped to 
obtain an initial characterization of how algorithms 
are likely to need change to effectively utilize 
potential exascale architectures.  
 
The second task the ExaCT team pursued was 
the development of proxy applications that 
provide simplified codes representative of the 
characteristics of combustion simulation. These 
proxy applications are designed to capture key 
elements of combustion algorithms while retaining 
sufficient simplicity. By retaining simplicity, proxy 
applications can be easily implemented in a 
new programming model or tested on prototype 
hardware. During the first year, CCSE researchers 
constructed a compressible combustion code, 
SMC, that is a fully functional reacting flow 
code based on the compressible Navier–Stokes 
equations. They also created a simplified version of 
the SMC code, CNS, that solves the compressible 
Navier–Stokes equations without species transport 
or kinetics and assumes constant properties. 

Figure 1: Simulation of emissions from a low swirl injector 
fueled by hydrogen at laboratory conditions. Exascale 
computing will enable these types of simulations to be 
performed at conditions found in a gas turbine used for 
power generation.

Center for Computational Sciences and Engineering
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The work being done in this project will ensure 
that future exascale machines will be able to 
perform large-scale reacting flow simulations 
effectively. Simulations of this type will enable 
combustion scientists to perform first principles 
direct numerical simulations with detailed 
chemical kinetics in relevant thermochemical 
and flow regimes to glean fundamental insights 
into turbulence-chemistry interactions at high 
pressure. The results will form the basis of science-
based predictive models, which will be used to 
design advanced combustors that meet pollutant 
and greenhouse gas emissions targets, reduce 
dependence on petroleum and promote economic 
competitiveness.  
 

More broadly, the methodology being developed as 
part of ExaCT represents core algorithm technology 
used across a wide range of DOE applications 
including astrophysics, climate, fusion, materials 
science and subsurface flow, as well as a number 
of national security and defense applications. 
Consequently, results from this project will also 
have a direct impact in these other areas.

CRD Contacts

John Bell (ExaCT Deputy Director), Jon Shalf

COLLABORATORS

Jacqueline Chen (ExaCT Director, SNL), Scott Klasky 
(ORNL), Pat McCormick (LANL), Bob Moser (UT 
Austin), Dan Quinlan (LLNL)

Scientific Impact 

And finally, they developed a multigrid proxy that 
solves variable coefficient elliptic partial differential 
equations using various forms of multigrid 
relaxation. The first two proxy applications are 
representative of the types of stencil operations 
and single-point physics computations used in 
reacting flow simulations. The multigrid application 
is representative of the linear systems that 
need to be solved as part of a low Mach number 
formulation of the reacting flow equations.

The third task the CCSE team, in collaboration with 
members of FTG, pursued was the development 
of tools needed to model the performance of 
algorithms and make estimates of the impact of 
different hardware design choices on performance. 
The starting point for this analysis is a methodology 
for compactly representing the behavior of a 
particular algorithm. The initial focus was on 
the representation of stencil-like operations. 
Researchers developed an approach that, for 
each loop in an algorithm, captures the floating 
point operations, data dependencies, memory 
traffic and communication associated with that 
loop. This representation can be generated from 
compiler analysis or it can be generated from a 

mathematical description of the algorithm. This 
resulting description can then be used as part 
of an analytic performance model that captures 
floating-point behavior, cache and memory 
behavior, and communication characteristics 
of the algorithm. The performance model also 
provides an analysis of data-dependencies 
between loops. Using a number of parameters 
that characterize a particular architecture, ExaCT 
researchers can then investigate sensitivities 
of the performance to various machine 
characteristics. ExaCT has also been able to use 
this methodology to explore the effect of various 
code transformations on performance. The data 
from the code representation can also be used to 
drive a network simulator, such as the SST Macro, 
to model the impact of realistic network effects, 
such as contention, on performance. Thus far, this 
methodology has been applied to both the CNS and 
SMC codes and results have been disseminated to 
the vendor community as well as the broader DOE 
exascale research community.

Center for Computational Sciences and Engineering 
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HIGH-ORDER MULTI-PHYSICS COUPLING STRATEGIES

Research Highlights
Researchers in CCSE are developing new numerical 
coupling strategies to solve complex multi-
physics problems that are described by systems 
of time-dependent partial differential equations 
containing vastly different length and time scales. 
Current application areas include combustion, 
atmospheric modeling, astrophysics, and 
fluctuating hydrodynamics. The mathematical and 
algorithmic developments expand upon the current 
state of spectral deferred correction (SDC) theory. 
SDC methods were originally developed to solve 
time-dependent ordinary differential equations with 
an arbitrarily high order of accuracy. More recent 
developments demonstrate that for multi-physics 

problems, different processes can be integrated 
at different rates while iteratively retaining full 
coupling between processes. This allows for 
each component to be integrated in time using a 
numerical scheme well-suited for the mathematical 
character of that component. SDC-based 
approaches can also leverage the spatial adaptivity 
provided by adaptive mesh refinement (AMR), and 
can be used to develop new efficient time-parallel 
techniques, allowing CCSE researchers to create 
novel high-order AMR algorithms that exhibit strong 
coupling between mesh hierarchies and efficient 
parallelism across the time domain. 

Center for Computational Sciences and Engineering

Figure 2: Hydrogen flame simulation using AMR with 9 chemical species and 21 reactions. In the CCSE researchers’ 
approach, they treat advection explicitly with a second-order Godunov method, diffusion semi-implicitly with a Crank–
Nicolson discretization; and reactions are integrated using a variable-order backward differentiation formula temporal 
integrator publicly available in the VODE package. The green and red boxes represent grids containing cells of increasingly 
higher resolution. (Left)Contour of hydrogen flame front. (Right) Temperature profile: red = 2000K, black = 198K.
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Figure 3: H evolution of the mass fraction of HO2 in one 
particular cell over two timesteps for a Strang splitting and 
an SDC-type algorithm. Each dot represents a point in 
time where VODE evaluates the chemical burning rates. 
The red and green trajectories represent two separate 
calls to VODE required by the Strang splitting algorithm; 
and the discontinuity between the trajectories represents 
the solution update in the advection-diffusion step of the 
Strang splitting algorithm. The blue and pink trajectories 
represent the predictor and corrector calls to advance the 
thermodynamic variables in the SDC algorithm. Note that 
the SDC scheme is much more efficient in terms of the 
number of VODE evaluations.



Computational Research Division  2009-2012       125

Center for Computational Sciences and Engineering

The work being done in this project will ensure 
that researchers will be able to solve complex 
multi-physics systems efficiently and accurately on 
current and future massively parallel architectures. 
CCSE researchers are creating an open SDC 
framework that will allow others to incorporate 
SDC concepts into a wide variety of settings. For 
example, SDC methods can be incorporated into 
existing multi-physics and AMR codes that are 
used throughout many scientific domains—such as 
tsunami modelling, climate modelling, turbulence, 
etc.—to create more accurate and efficient codes 
with increased parallelism. These approaches 
will shorten the time required for simulations 
to complete and also utilize massively parallel 
machines to their  
fullest potential.

Scientific Impact 
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Building a Bigger Picture

COLLABORATIVE PROJECTS ACROSS CRD
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BERKELEY ICE SHEET INITIATIVE FOR CLIMATE EXTREMES (BISICLES)

Research Highlights
Recent observations show that the Greenland 
and Antarctic ice sheets are losing mass at 
increasing rates. If recent trends continue, ice 
sheets will make a dominant contribution to the 
21st century sea-level rise (SLR), far exceeding 
the projections of the IPCC’s Fourth Assessment 
Report, AR4. Growing ice mass losses not only 
could raise sea level, but the mass loss could also 
affect other parts of the climate system, such as 
the Atlantic Meridional Overturning Circulation 
and its associated poleward heat transport, 
through increased freshwater discharge to high-
latitude oceans. In the IPCC’s AR4 report, the 
computational state-of-the-art modeling capability 
for ice sheets was deemed inadequate due to the 
inability to make realistic projections on SLR. In 
response, the DOE-funded Ice Sheet Initiative for 
CLimate ExtremeS, or ISICLES, program aimed to 
bring ASCR-developed computational expertise to 
bear on the ice sheet modeling problem.

The dynamics of ice sheets span a wide range 
of scales. Correctly resolving the dynamics of 
localized regions, such as grounding lines and 
ice stream shear margins, requires extremely 
fine resolutions (finer than 1 km in places). 
In particular, resolving the dynamics of the 
grounding line (where the land-based ice sheet 
meets the ocean and begins to float) is critical 
to understanding the dynamics of the ice sheet. 
Modeling an entire continental-scale ice sheet at 
such resolutions is impractical or impossible with 
current computational resources. At the same 
time, such fine resolution is unnecessary over 
large dynamically quiescent regions, which makes 
ice sheet modeling an ideal candidate for adaptive 
mesh refinement (AMR).  
 
Since 2009, ANAG has developed a scalable AMR 
ice sheet modeling code built on the Chombo 
framework called Berkeley-ISICLES (BISICLES), 
which has become a part of the Community Ice 
Sheet Model (CISM). With a dynamical core based 
on the vertically integrated model of Schoof 
and Hindmarsh (2010), BISICLES can resolve 
dynamically important regions at the sub-kilometer 
scale while using a much coarser resolution 

where appropriate [4]. As an example, Figure 1 
shows a computed velocity field for Antarctica. The 
inset shows the adaptive meshing and grounding 
line location for the Pine Island Glacier in the 
Amundsen Sea Sector.

As a part of the BISICLES project, an effort was 
made by FTG to improve the performance of the 
modeling code using auto-tuning techniques. 
Auto-tuning is a feedback-driven, semi-automated, 
optimization technique that attempts to find 
the best implementation for a given platform/
code combination by automating the code 
transformation and evaluation process to find 
the best implementation and parameters. FTG 
collaborated with a visiting scientist, Matthias 
Christen, from the University of Basel, in order to 
quantify the benefits of auto-tuning in the multigrid 
(MG) algorithm in the context of AMR applications, 
like BISICLES.  
 
FTG has developed a number of semi-automatic 
techniques for optimizing stencils, including 
27-point stencils [5]. Although dense stencils, 
like the 27-point, are not currently a part of 
BISICLES, they may become a part of ice sheet 
modeling codes as the codes transition to 3D. FTG 
collaborated with Christen on the development 
of code transformation and auto-parallelization 
technology, and evaluated it on a number of 

Collaborations

Figure 1: Schematic showing computed ice velocity for 
Antarctica (right), and (left) meshing and grounding line 
location for the Pine Island Glacier.
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platforms [3]. They obtained the following insights. 
The tiny grids in the AMR codes (322 or smaller 
in the depth-integrated BISICLES code) easily fit 
in modern caches and thus, see no benefit for 
parallelization or cache blocking. Moreover, AMR 
MG codes typically apply one operation at a time to 
the set of boxes within a level. There is no temporal 
locality to exploit, and therefore no need for 
temporal blocking.  
 
Finally, analysis showed that it was theoretically 
possible to reorder and fuse the application of 
operators to improve, reuse and cache locality. 
These ideas did not get incorporated into the tools 
mentioned above. To that end, FTG set about 
constructing a simple test harness that would allow 
them to evaluate the potential benefit of this style 
of optimization, as well as quantifying the benefits 

BISICLES participated in the MISMIP3D grounding 
line dynamics model inter-comparison [14] in which 
the accuracy and effectiveness of ANAG’s AMR 
model was demonstrated, as was the need for very 
fine spatial resolution to resolve the dynamics of 
ice sheets near grounding lines. 
 
In a study by Payne et al. [15], the BISICLES code 
was employed to explore the effects of uncertain 
climate forcing on projections of the West Antarctic 
ice sheet over the 21st and 22nd centuries. The use 
of the BISICLES model ensured that the grounding 
line dynamics were sufficiently resolved to 

Collaborations

Scientific Impact

accurately model the glacial retreat scenarios being 
explored. As an example, Figure 2 shows a plot 
of the SLR contribution from the Amundsen Sea 
sector in Antarctica for a typical climate scenario 
examined by Payne et al. for different fine mesh 
resolutions. Almost no contribution is present 
with a uniform 4 km mesh, while at the 500 m 
resolution, one can see the asymptotic regime with 
a much more credible prediction. The results in this 
work were used to help inform the IPCC AR5 report 
and its discussion of sea-level rise. 

CRD Contacts

Esmond Ng (LBNL PI), Dan Martin (BISICLES 
technical lead), Sam Williams (auto-tuning 
technical lead)

LAS ALAMOS NATIONAL LABORATORY COLLABORATORS

William Lipscomb, Stephen Price, Doug Ranken

UNIVERSITY OF BRISTOL (U.K.) COLLABORATORS

Stephen Cornford, Antony J. Payne

of communication-avoiding (time skewing/temporal 
blocking) for Gauss–Seidel, Red-Black relaxations 
and advanced many-core architectures in the MG 
V-cycle [17].  
 
Results showed that the reordering and fusion of 
operations could yield nearly a factor of two in the 
benchmark while communication-avoiding and 
many-core architectures could improve the V-cycle 
performance by as much as an additional 3.5X. 
As this was an ad-hoc, manual, proof-of-concept, 
FTG proposed an X-Stack2 project, called XTune, 
to automate this process. XTune has subsequently 
been funded and will address some of the 
implementation performance challenges of AMR 
MG on advanced architectures in a programmer-
friendly, productive manner.
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Figure 2: Contribution to sea-level rise from the Amundsen 
Sea region in Antarctica for one possible climate scenario 
at different mesh resolutions.
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EXTREME-SCALE ANALYSIS OF CLIMATE DATA

Research Highlights
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Modern climate simulations produce massive 
amounts of data. Commonly used models such as 
the Community Earth System Model (CESM) and 
Weather Research and Forecasting model (WRF) 
routinely produce tens of gigabytes of data, and 
the next generation of global cloud resolving 
simulations will produce terabytes of data on 
a per-timestep basis. Coordinated multi-model 
ensembles of climate model simulations, 
such as the Coupled Model Intercomparison 
Project (CMIP3), produce hundreds of gigabytes 
today, while the CMIP5 code presently produces 
around 100TB of data for a single 25-year 
simulated period, a volume of data that will 
explode when the code is run in ensemble. These 
ensembles are a crucial tool for international 
and national organizations, such as the 

Intergovernmental Panel on Climate Change 
(IPCC), tasked to assess the human role in climate 
change and to assess potential adaptation and 
mitigation strategies for reducing our role in 
climate change. Legacy software tools, such as 
those developed in the 1980s and used for the 
past three decades, have served well, but fall 
short of what is needed to meet the challenge 
of growing data size, evolving computational 
platforms, and ever more sophisticated lines of 
climate science inquiry. 
 
Funded through DOE’s Office of Biological and 
Environmental Research (BER), this CRD research 
team includes staff from several different groups 
(Visualization, Scientific Data Management, 
Scientific Computing). CRD researchers are 

Collaborations

Figure 3: In this example, a high resolution atmospheric code produces massive amounts of data and the science 
objective is to study the number of cyclones that form over time. One timestep of model output is visualized (a). The 
TECA code is run in parallel to identify cyclones and their tracks over time (b). These results are compared to the counts 
of cyclones observed over the same time period (c). The data source for this particular problem was about 100TB of 
CAM5 output processed on 80,000 cores in about two hours, compared to an estimated serial processing time of about 
10 years.

(a) Visualization of water vapor in 0.25° CAM5 output.

(b) Cyclone tracks computed from 100TB of CAM5 output,
colored by storm categories on the Sapphir-Simpson scale.

(c) Comparing the annual count of observed vs. modeled 
cyclones in the Atlantic basic.
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Climate scientists are now using this capability 
to perform climate data analysis work on large 
computational platforms that was previously 
impractical or impossible due to sheer data 
size. The accomplishments range from drastic 
reductions in processing time to new climate 
science results. One performance example  
is the application of TECA to detect and 
analyze Tropical Cyclones in 26 years of 0.25° 
CAM5 output in about an hour on 80,000 
cores compared to an estimated 10 years of 
processing time if run in serial.  
 
In terms of climate science discoveries, TECA 
is presently in use by LBNL climate scientists. 
These scientists conduct several different types 
of climate model intercomparison projects that 
focus on comparing extreme weather events in 
the historical record with different models run 
at varying resolutions and climate scenarios. 

Collaborations

Early results, some of which are under 
review for publication at this time, show that 
increasing model resolution produces extreme 
weather events (cyclones) that more closely 
match the historical record. Other results, also 
not yet published, show how some models 
have biases that result in a better match with 
the historical record by region, such as one 
model matching the onset and count of storms 
in the Atlantic Basin better than those in the 
Pacific Basin. 
 
As a starting point, TECA is an infrastructure 
upon which new capabilities may be added. 
TECA has been adapted for use in detecting 
many different types of extreme weather 
(tropical cyclones, extra-tropical cyclones, 
atmospheric rivers) simply by changing a 
small detection kernel. In addition, diagnostic 
capabilities have been added, such as 

engaged in research to produce next-generation 
visualization and analysis software infrastructure 
that runs on large-scale parallel platforms, so as 
to meet the challenges of exploding data size, 
and to provide the ability to perform advanced 
analysis of the sort needed to better understand 
a changing climate. This CRD team consists of 
climate, computer, and computational scientists 
working together so that climate science research 
questions are answered and consequently this 
research is driving the evolution of software and 
algorithms, which are proven on tough, large-scale 
climate problems, then released as software 
products to the climate science community.

One of the software products developed by this 
team is a new analysis framework named 
Toolkit for Extreme Climate Analysis (TECA). TECA 
is sufficiently flexible because it performs feature 
identification, tracking, and analysis of several 
different types of extreme weather events, such 
as Tropical Storms (see Figure 3) and Atmospheric 
Rivers (see Figure 4), and is capable of running in 
parallel on tens of thousands of cores to reduce 
runtime from months or years to minutes or hours 
[16, 1]. The basic idea is that structured data is 
partitioned in space and or time, the infrastructure 
applies a user-specified analysis kernel to detect 

a feature, the results (features) are then gathered 
for aggregation and analysis. One particular design 
strength of this approach is the adaptability to 
different feature detection scenarios that result 
from the user-definable detection kernel.

A second software thrust from this team is 
infrastructure that can support the parallel 
execution of R-based codes. The long-term 
objective is to have the infrastructure manage 
the execution of user-supplied R code, including 
the marshaling of data, gathering of results, 
and connections with the surrounding software 
environment. This approach is useful in applying 
new statistical techniques based on Extreme Value 
Theory to study precipitation and temperature 
extremes in North America [8]; reflecting new 
climate science results that stem from advances in 
parallel analysis technology. The new infrastructure 
is deployed in VisIt so that R-based tools can take 
advantage of VisIt’s scalability and its existing 
infrastructure for loading, processing, analyzing, 
and visualizing data. Recent work has added the 
ability to support parallel operations that involve 
collective communication, so as to support a wide 
variety of R-based analysis as well as those that 
are embarassingly parallel, along with the ability to 
take advantage of multi-core processors.

Scientific Impact



Computational Research Division  2009-2012       131

Collaborations

recording maximum wind, wind radius, 
precipitation, and so forth, that help climate 
scientists better understand the formation 
and evolution of extreme weather events 
in different model scenarios. The impact of 
this type of flexible infrastructure has just 
begun to emerge in the form of many climate 
science publications in gestation at this 
time, as well as new project ideas that result 
from having a new technology capable of 
processing massive climate datasets quickly 
on large parallal platforms. For example, 
Michael Wehner (LBNL) recently received 
a 2013 INCITE Award for 150 million hours 
on the ANL BG/Q for a project entitled 
“Attributing Changes in the Risk of Extreme 
Weather and Climate,” a project that will make 
extensive use of TECA to study extreme event 
attribution.  
 

The team developing and applying TECA to 
climate science problems has received 
numerous requests from the broader climate 
science community for this software, which 
in its initial form was implemented as a 
standalone capability, but that is now being 
ported into VisIt to simplify its use and widen 
its dissemination, including for distribution as 
part of the UV-CDAT package. The parallel 
R-based infrastructure is also presently 
deployed in VisIt, and the combined capability 
will be included in a future VisIt release. 
Industry has expressed interest as well, as one 
Swiss firm has used our team’s tropical 
cyclone analysis of CAM5 data to perform 
storm damage assessments for North 
American locations under different future 
climate scenarios. 

Figure 4: Sample CAM5 atmospheric river (AR) detections from TECA’s parallel code. Note that this method is able to 
detect AR events of different shapes and sizes. A selection of events in the SSM/I satellite record detected by TECA’s 
pattern recognition technique shows atmospheric rivers. Note that they share a similar horseshoe-like pattern but vary 
greatly in their spatial extent. Events that pass over Hawaii, such as occurred on November 6, 2006, are often referred to 
as “The Pineapple Express.”

CRD Contact

Prabhat, Suren Byna, Michael Wehner, Oliver 
Rübel, Kesheng Wu, E. Wes Bethel
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The Frameworks, Algorithms, and Scalable 
Technolgies for Mathematics (FASTMath) 
SciDAC Institute develops and deploys scalable 
mathematical algorithms and software tools for the 
reliable simulation of complex physical phenomena 
on current high performance computing 
architectures, as well as those that will be deployed 
in the next few years at DOE high performance 
computing facilities. Members of FASTMath 
collaborate with DOE domain scientists to ensure 
the usefulness and applicability of FASTMath 
technologies. 
 
The FASTMath Institute is one of four applied 
mathematics/computer science institutes, funded 
under the current SciDAC-3 program. It was started 
in the summer of 2011 and will span five years. 
LBNL is one of the institutional members of the 
FASTMath Institute. The FASTMath technical 
expertise in the CRD at LBNL spans many areas 
in support of a wide variety of applications, and 
leverages expertise that have been developed over 
the years and funded by the Applied Mathematics, 
SciDAC-1, and SciDAC-2 programs at DOE. Current 
areas of expertise include finite volume methods 
and particle/mesh methods in structured grid AMR 
frameworks, high-order discretization methods, 
highly optimized linear and nonlinear solvers, and 
eigensolvers. The following will describe CRD’s 
contributions in these areas.

Region-Based Adaptive Mesh Refinement (RAMR) and 
Optimal Subcycling

Collaborators in CRD have developed a new 
paradigm for adaptive mesh refinement (AMR) 
in BoxLib. In the newly-named region-based AMR 
(RAMR), different regions at the same level of 
spatial refinement may have a different temporal 
refinement. When combined with optimal 
subcycling, which selects a timestep for each 
region based on maximizing the efficiency of the 
overall algorithm, the use of RAMR can result in 
significant computational savings over traditional 
AMR approaches. During this past year, CRD’s 
FASTMath team has implemented a branch of the 

FRAMEWORKS, ALGORITHMS, AND SCALABLE TECHNOLGIES FOR MATHEMATICS 
(FASTMATH)

Research Highlights

Collaborations

BoxLib source distribution that supports RAMR 
as opposed to traditional AMR, and they have 
also developed a prototype RAMR application as 
a branch of the Nyx cosmology code (based on 
BoxLib) that is used in SciDAC-3. The initial version 
of RAMR requires that regions at the same spatial 
resolution be separated by at least one ghost cell 
at that level.

High-Order Finite-Volume Methods

CRD’s FASTMath team has completed an initial 
implementation of support for high-order methods 
on mapped-multiblock grids. Software components 
include extensions of the fourth-order methods 
developed for Cartesian grids for interpolation. The 
software components maintain conservation at 
refinement boundaries for AMR, including ones that 
intersect block boundaries. The software also uses 
specialized versions of interblock interpolation that 
improve performance in situations in which various 
anisotropies arise, such as problems for which the 
coordinate system is a tensor product of a mapped-
multiblock grid and a Cartesian grid, or in which 
AMR is applied in a fixed subset of the coordinate 
directions. CRD researchers have also extended 
the AMR grid generation, i.e., the covering of a 
collection of tagged points by a union of rectangles 
satisfying suitable proper nesting conditions, to 
the case of a multiblock grid hierarchy. And finally, 
they provided generic versions of an explicit and 
a semi-implicit fourth-order Runge–Kutta method, 
using template classes, required to obtain temporal 
accuracy that matches the spatial accuracy 
of the methods. All of the methods described 
are implemented in parallel, and represent the 
components required to implement simulation 
capabilities for strategic Office of Science 
applications in fusion (gyrokinetic edge plasma 
modeling) and climate (AMR for atmospheric 
modeling).
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Figure 5: (Left) Vertically integrated Antarctic ice speeds computed by the Chombo-based BISICLES code. (Right) Mesh 
resolution: 5 km (white); 2.5 km (green); 1.25 km (blue), 625 m (purple); and 312.5 m (black) mesh. Slightly less than 8% of 
the domain is refined to the finest level.

Embedded Boundary Methods

CRD’s work with embedded boundary methods 
focuses on three topics. The first is grid generation 
for geometries specified from a variety of 
sources, including high-resolution image data 
and stereolithographic (STL) representations of 
geometries. The former is part of a larger effort to 
implement a general capability for generating cut-
cell geometric representations to any order, and for 
any number of dimensions using implicit function 
representations. Such techniques are essential for 
developing higher order EB (embedded boundary) 
discretizations; for moving boundaries (which 
can be viewed as cut cells in 4D space-time), 
and for free boundaries (stationary or moving). 
The FASTMath team uses similar techniques to 
generate cut-cell geometric information from STL, 
which is the standard engineering representation of 
surface geometries. The second activity has been 
the parallel optimization of the EB incompressible 
flow capability so that it weakly scales to 100,000 
processors. This requires the introduction of 
a variety of low-level optimizations, as well as 
coupling to the PETSc library. The third activity has 
been a collaborative effort with the SDAV SciDAC 
Center on visualization techniques of the results of 
EB simulations at such large scales. The improved 
scaling, grid generation from image data, and 
visualization tools have been used in simulations 
for an Energy Frontier Research Center, the Center 
for Nanoscale Control of Geologic CO2.

Sparse Matrix Solvers

CRD’s FASTMath team is developing scalable 
sparse direct linear solvers and effective 
preconditioners for the most challenging linear 
systems, which are often too difficult for iterative 
methods. Their focal effort is the development of 
three types of linear solvers. The first, encapsulated 
in the SuperLU_DIST code base, is a pure direct 
solver using LU factorization followed by triangular 
solutions. The second, encapsulated in the 
software PSDLin, is a Schur complement-based 
hybrid solver. The team uses a non-overlapping 
domain decomposition framework, which blends 
direct solvers for the solution of the sub-domain 
variables with preconditioned iterative solvers 
for the solution of the interface variables (i.e., 
Schur complement system). The third type is the 
nearly-optimal preconditioners using low-rank 
approximate factorization of the dense sub-
matrices. For many discretized partial differential 
equation problems, the numerical ranks of the 
off-diagonal blocks are often very small, thus 
rendering the truncated single value decomposition 
(SVD) type of compact representation. They have 
been using the Hierarchically Semi-separable 
(HSS) matrices to represent such low-rank 
structures efficiently, which lead to nearly linear 
time approximate factorization algorithms. The 
FASTMath team is developing parallel codes for this 
type of factorization to be used as direct solvers or 
as preconditioners.
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Eigenvalue Calculations

The goal of the eigensolvers work in FASTMath 
is to develop scalable and robust algorithms and 
solvers for tackling large-scale linear and nonlinear 
eigenvalue problems. Techniques to be considered 
include, implicitly restarted Lanczos and Arnoldi 
iterations for linear eigenvalue problems; nonlinear 
Arnoldi, Jacobi–Davidson, rational Krylov, second-
order Arnoldi methods for one-parameter nonlinear 
eigenvalue problems; and optimization approaches 
for solving eigenvalue problems with nonlinearity in 
the eigenvectors. In the first year of FASTMath, CRD 
collaborators developed effective preconditioning 
techniques for solving nonlinear eigenvalue 
problems in which the matrix depends nonlinearly 
on the eigenvectors. They also examined ways 
to improve the performance of Lanczos-based 
eigensolvers for computing a few eigenpairs of 
symmetric sparse matrices on a many/multi-core 
system. CRD researchers developed techniques 
to reduce the communication overhead as much 
as possible. One of the techniques was designed 
to exploit the network topology. Another technique 
was to employ hybrid and overlapped OpenMP/MPI 
implementation to hide communication overhead. 
And finally, they designed algorithms to compute a 
relatively large number of eigenvalues for a million-
dimensional matrix.

Software

Software developed by FASTMath team members 
at LBNL comprises the framework and/or solver 
technology for application codes in accelerator 
modeling, astrophysics, combustion, cosmology, 
materials science and porous media. This is 
evident by the fact the FASTMath team members 
at LBNL are involved in 10 out of the 18 SciDAC-3 
Scientific Computation Application Partnerships: 
5 in Basic Energy Sciences, 1 in Biological and 
Environmental Research, 2 in High Energy Physics, 
and 2 in Nuclear Physics. 
 
Software developed by LBNL FASTMath team 
members is publicly available by download through 
the individual web sites. Their collection includes

•	 Block-structured adaptive mesh refinement: 
BoxLib, Chombo,

•	 Particle and Particle/Mesh Methods: BoxLib, 
Chombo,

•	 Embedded boundary methods: Chombo,

•	 Direct solution of linear systems: SuperLU,

•	 Sparse eigensolvers: PARPACK.

These software packages are widely used in 
scientific applications at DOE and elsewhere.

Scientific Impact 

The RAMR paradigm is being developed in the 
context of the Nyx cosmology code, a SciDAC-3 
applications code based on the FASTMath-
supported BoxLib framework. Nyx contains block-
structured AMR hyperbolic and elliptic solvers for 
the gas evolution and self-gravity, respectively, 
as well as particles representing dark matter. 
As such, Nyx serves as an ideal computational 
test bed for the new ideas, and in return, Nyx will 
become the first large-scale massively parallel 
cosmology code to reap the benefits of RAMR 
and optimal subcycling, both of which potentially 
result in substantial computational savings.  
Increased efficiency in cosmological simulations 
results in larger domains and higher resolutions, 
and therefore, a higher fidelity of the physical 
processes, resulting in more reliable simulations 

for comparison with observation. Ultimately these 
simulations are used to guide our understanding of 
both the past and present history of the Universe. 
 
Chombo is currently used in a variety of 
applications within DOE. CRD is using Chombo in 
many of their projects, which include applications 
to AMR simulations of land ice dynamics and to 
pore-scale modeling of carbon sequestration, as 
well as a new effort to develop an AMR capability 
for atmospheric modeling. Other DOE applications 
include the use of the elliptic solver and particle 
capabilities for beam dynamics in accelerators and 
gyrokinetic models of edge plasmas in tokamaks. 
Chombo is also being used to replace the current 
AMR infrastructure in the FLASH code, a simulation 
capability being funded by NNSA for high energy 
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density physics (HEDP) applications. In all of these 
cases, Chombo is viewed by the applications 
scientists as a stable, highly capable platform to 
carry out high performance simulations that would 
otherwise require a much larger investment to 
develop stand-alone capabilities from scratch and 
to support those capabilities. 
 
In the area of eigenvalue calculations, CRD 
researchers have been working closely with 
computational physicists to improve a symmetric 
eigensolver in many fermion dynamics (MFDn), 
which is a nuclear structure calculation code. 
For over a five-year period under SciDAC-2, the 
collaboration has resulted in an improvement of 
the performance of MFDn by a factor of almost 
four on a standard test case. The improvements 
over time have enabled MFDn to make scientific 

discoveries. One version of the MFDn code 
has been used in predictive discoveries of the 
properties of fluorine-14, which is an exotic 
nucleus with extreme proton-to-neutron ratio. 
In this particular case, the calculations were 
completed before the isotope was observed in 
experiments. The order of the matrix was close to 
2 billion. Another version of MFDn has been used 
successfully to understand why the carbon-14 
isotope has such a long half-life, which is over 
5,700 years.  (The half-lives of other unstable 
carbon isotopes are extremely small—less 
than minutes.) Without the collaboration with 
computational physicists, these calculations would 
not have been possible, as the calculations would 
just take too long to run.
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136       Lawrence Berkeley National Laboratory

MATERIALS DISCOVERY

Research Highlights
In order to accelerate the discovery of new 
materials for important energy applications, 
CRD researchers are developing and applying 
novel algorithms and cutting-edge computer 
science solutions to energy applications like gas 
separations, energy storage and catalysis. CRD’s 
resulting tools allow scientists to handle the 
complexity of materials search space represented 
by large databases. The tools let users collect, 
characterize and screen large molecular and 
material databases, discover materials with 
outstanding properties, perform data-mining for 
new materials knowledge, as well as disseminate 
results via interactive visualization and web 
solutions. The developed tools and databases 
are community accessible and developed in 
collaboration with domain scientists of the 
Berkeley-based Energy Frontier Research Centers 
for Gas Separations and the recently funded 
DOE Basic Energy Sciences Center for Functional 
Electronics.

The research in materials discovery can be grouped 
into four main themes. The first theme is the 
development of high-throughput analysis and data-
mining tools. While very large databases of material 
structures are being developed, these tools are 
needed to analyze and screen structure libraries, 
which can contain millions of entries. These tools 
and approaches are critical to the success of this 
project’s endeavors, which enable automatic, 
unsupervised analysis of these materials, as 
well as development of suitable descriptors, 
which encode chemical information, and which 
can be used for screening and data-mining. CRD 
researchers have developed a suite of algorithms 
that involve various applied mathematics 
methodologies, i.e., Voronoi decomposition, 
partial differential equations, the Fast Marching 
Method, or graph theory. One example of such a 
methodology is Zeo++, a Voronoi decomposition-
based package initially developed to characterize 
the void space of porous materials in a high-
throughput manner, which is now being adopted to 
investigate ion diffusion paths in battery materials 
(see Figures 6 and 7). 
 

Collaborations

Efficient materials discovery approaches are the 
second main theme of this project. The search 
space of possible materials is often so large that 
it cannot be efficiently enumerated and screened 
by a brute-force approach, in which each structure 
is characterized using an expensive molecular 
simulation methodology. CRD researchers 
have developed efficient discovery approaches, 
where only important and statistically relevant 
materials are characterized, without using any 
computationally expensive methodologies. These 
approaches rely on either the identification of 
structural similarities that lead to the clustering 
of materials exhibiting similar properties, or an 
optimization procedure of abstracted “alchemical” 
material structures. The first approach has been 
recently demonstrated in the screening of zeolite 
materials for the CO2 capture and sequestration 
application, where the majority of the best 
performing materials was discovered at a fraction 
of the cost of brute-force screening. The latter 
approach was in turn used to discover new high-
surface area materials, outperforming the current 
record-holding materials by about 80%.

Figure 6: Zeo++: a tool for high-throughput analysis of 
voids in crystal structures based on Voronoi decomposition, 
which for a set of atoms in a periodic material’s structure, 
provides the Voronoi network map of the voids therein. The 
resulting Voronoi network is analyzed to provide information 
on the geometry and topology of the void space, as well as 
used to derive materials’ similarity.
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A third theme is the development of high-
throughput workflows. Dramatic increases 
in parallel computing power have made the 
computational determination of many fundamental 
properties of matter possible on an unprecedented 
scale. The need to run and collect data from 
complex calculations, such as Vienna the Ab 
initio Simulation Package (VASP), at the scale 
of thousands materials per month, on systems 
such as NERSC’s Hopper, led CRD researchers to 
develop a novel intertwined workflow and database 
infrastructure, which they have used to create an 
unprecedented database of materials properties.

And finally, a community-accessible datastore 
and analysis tools are the fourth theme in the 
materials discovery project. Given the intellectual 
effort required to compute materials properties at 
a large scale, the resulting datastore is a precious 
resource. To open this datastore to the broadest 
set of experimentalists and theorists, both power 
(search and analytics) and usability are important. 
CRD researchers, in collaboration with MIT, have 
developed a flexible and scalable system for storing 
the data and disseminating it from a web-based 
gateway, called the Materials Project.  
 
The Materials Project [10] is pioneering the 
“fourth paradigm” of data-intensive science in the 
materials science community. This data-centered 
framework allows scientists to collaborate and 
derive scientific insight in materials science in 
a way that is not possible with current scientific 
tools. For example, users can store material 
searches as URL permalinks that make the 

sharing of results natural and easy. In addition, 
LBNL researchers and their collaborators’ Python 
Materials Genomics (pymatgen) library [13], an 
open-source Python library, provides a collaborative 
platform for sophisticated analyses of materials 
that leverages the Materials Project database 
via RESTful interfaces. Programmatic access (a 
representational state transfer API, or REST API) 
and well-defined data formats allow external 
researchers to analyze and use the data locally. 
 
The Materials Project infrastructure leadership 
and development involves personnel from 
Data Intensive Systems Group (DIS) and 
Complex Systems Group (CXG) in the Center for 
Computational Sciences and Engineering. DIS 
personnel have partnered in the development of 
a database and data integration infrastructure 
to enable new calculations and integrate those 
calculations with an envisioned online “materials 
design environment.” CXG personnel have led 
the work on a high-throughput workflow engine 
that meets the needs of materials computations 
on HPC cluster resources. These efforts are 
integrated through a common data infrastructure, 
allowing scientific reproducibility through 
integrated provenance. Staff at NERSC have been 
essential partners in the design, development, 
and deployment the Materials Project website on 
NERSC resources. 
The Center for Functional Electronic Materials, 
funded by the DOE Basic Energy Sciences’s 

Predictive Theory and Modeling for Materials 

Figure 7: Potential battery materials screened by the 
Materials Project as a function of predicted voltage 
and capacity. Note the comparatively narrow range of 
properties exhibited by known materials.

Figure 8: Screenshot of the Materials Project homepage 
showing statistics on compounds in the database, as 
well as the menu of analysis applications for searching 
materials, drawing phase diagrams, etc.



138       Lawrence Berkeley National Laboratory

Collaborations
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Scientists, research groups and industry benefit 
from the work done by CRD researchers by being 
able to access these databases and use the 
many developed tools. The flexible workflow and 
database infrastructure that can be configured 
to add new and to modify existing systems to 
generate new systems (such as defects, surface 
calculations, etc.), thus, accelerating the rate 
of generating new databases for screening. The 
Materials Project website, shown in Figure 8, is a 
gateway to the materials database and has over 
3,000 registered users. Several publications have 
already been produced by users who have mined 
the database, in addition to a number of papers 
produced by the collaboration. Similarly, the 

Carbon Capture Materials Database serves as a 
resource of physicochemical basic data related to 
CO2 capture materials. The database has over 100 
users from academia and energy industry. It is also 
connected to the tools developed within the Carbon 
Capture Simulation Initiative (CCSI) community.  
 
The CRD-developed materials discovery software 
tools, such as Zeo++ or (with MIT) pymatgen, are 
provided to the community on an open source 
basis. The application of these tools, both internally 
and by other researchers around the globe, has led 
to the discovery of many materials with outstanding 
properties.

and Chemical Sciences program, will extend 
the Materials Project with high-throughput 
calculations, and electronic structure methods, as 
well as novel data-mining algorithms for surface, 
defect, electronic and finite temperature property 
predictions. 
 
The Materials Project is one of the leading 
projects in a new era of computer-aided materials 
development, the keystone of the Materials 
Genome Initiative, that has been recognized by 
the US Government as “crucial to achieving global 
competitiveness in the 21st century” [9]. As of the 
beginning of 2013, the Materials Project website 
allows anyone in the world the ability to explore the 
results of detailed and difficult electronic structure 
calculations on 30,498 materials, which includes 
3,044 band structures, 400 intercalation batteries, 
and 14,721 conversion batteries. Both the quantity 
and quality of data being made available to the 
scientific community are virtually unmatched. 

 
The current Materials Project implementation 
runs as a 24/7 production system with, as of 
January 2013, over 2,500 registered users. The 
framework has performed computations to screen 
over 80,000 inorganic compounds for a variety of 
applications, including lithium-ion and sodium-ion 
batteries [2, 6, 7, 11, 12]. The Materials Project 
infrastructure is being leveraged by newly-funded 
Materials Science projects at DOE and NSF. As new 
collaborators and capabilities come online, it is not 
unreasonable to expect the popularity of the site 
to continue to grow, along with the corresponding 
impact on the community both in terms of best-
practiced informatics and, primarily, as a data and 
analysis resource.
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In an effort to provide computational infrastructure 
for environmental management solutions, DOE 
created the Advanced Simulation Capability for 
Environmental Management (ASCEM) initiative—a 
multi-year program that involves geologists, 
hydrologists, physicists and computer scientists 
from various national laboratories, including Pacific 
Northwest National Laboratory (PNNL), Savannah 
River National Laboratory (SRNL), Los Alamos 
National Laboratory (LANL) and Lawrence Berkeley 
National Laboratory (LBNL). ASCEM is envisioned to 
be a state-of-the-art approach for integrating data, 
software and scientific understanding to improve 
subsurface contaminant fate and transport 
simulations used to support environmental 
management decisions.

The goal of this program is to develop models, 
simulation software and visual analysis tools for 
the evaluation of measured and simulated data 
with respect to nuclear waste, waste products, 
and other contaminants in soil and ground water. 
Historical data from existing contamination sites 
is taken into account to calibrate soil and water 
flow models and to verify simulation results. 
The simulation code is then used to extrapolate 
this data into the future, incorporating different 
treatment options. The ultimate goal of the 
simulation and analysis of the resulting data is to 
arrive at a decision for a potential future closure 
of the site. This is usually equivalent to ending 
environmental treatment measures.

Due to the complexity of the underlying data 
models developed by teams of geologists and 
physicists, it was necessary to employ HPC 
methods both for the simulation and for the 
subsequent visual analysis of the data. This work 
is a collaborative effort among a team of CRD 

researchers in the Scientific Data Management 
(SDM) Group, the Advanced Computing Sciences 
(ACS) Department, the Visualization Group, and the 
Center for Computing Sciences and Engineering. 

Management and Visual Analysis of Heterogeneous 
Environmental Site Characterization Data

Scientists, site managers and regulators usually 
need to access, create, and manage large amounts 
of heterogeneous data, including disparate site 
characterization data. The data are necessary 
to enable the development of conceptual and 
numerical models, parameter estimation, and 
multiple simulations. Using the DOE Savannah 
River Site F-Area and Hanford specific databases 
(well layout, concentration, groundwater level, 
lithology, meteorological records, etc.) as case 
studies, the CRD team designed a methodology 
to effectively manage the staging and views 
of environmental data to ensure that site 
characterization and monitoring data are readily 
available as inputs for parameter estimation, 
numerical predictions, uncertainty quantification, 
and risk analysis. The CRD team developed 
methods for organizing different databases and 
data types into a common framework that allows 
the user to browse the data as a single coherent 
dataset, and then display the data in its geospatial 
context. 

The Observational Data Management System 
(ODMS) was designed with two goals: (1) provide 
a way to ingest data from heterogeneous data 
sources into a single database schema, and (2) 
generate common data views for driving a generic 
interface for data browsing, searching, display, 
and output. These goals avoid the need for special 
purpose database schemas and user interfaces for 

Collaborations

Figure 1: ASCEM data management system architecture view.
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each new database, and the goals ensure a unified 
management and view of heterogeneous datasets. 
The data management modular architecture 
components are shown in Figure 1. The system 
design begins with the development of the staging 
system. Staging includes ingesting the data into 
the database, cleaning the data, standardization of 
variable names, and any unit conversions required. 
Once the data have been staged, they are moved to 
the archive database. The archive database stores 

the data in a uniform format, allowing new data 
types to be incrementally added to the database 
without requiring a major redesign of the database 
schema. CRD’s team used a canonical schema, 
where common concepts, such as station/well and 
types of data (e.g., time series curves for displaying 
analyte concentration over time, and depth-based 
curves for depth data, such as provided by cone 
penetrometer), are normalized. The unified data 
views are instances of the data organized in ways 

Figure 2:  Displaying wells positions on real map.

Figure 3:  Browsing of filtered data by time and depth.
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that the user would like to access the data. For 
example, a data view may reconstruct the time 
history of contaminants in the wells. The user 
interfaces utilize the unified data views to present 
data processing, access, and browsing interfaces.

The main accomplishments of this project are the 
development of a unified database system, and 
an interface that is intuitive for the user to use. 
The team used PostgreSQL to manage and query 
common environmental site characterization, 
monitoring, and modeling data. They used Google 
Maps to display the wells in the site (Figure 2). 
Also, the CRD team developed browsing and 
search interfaces and added tools (MAP, PLOT, 
FILTER) to display interactive maps and plots 
(Figure 3).

Users can plot a graph of concentration over 
time for any listed analyte for the selected 
wells. Additionally, for a given aquifer and 
analyte users, can overlay a contour plot of the 
analyte concentration as measured by all the 
wells screened in that particular aquifer for any 
calendar year in the measured range.

To generate the contour plots, CRD’s team used 
the graphical capabilities of the VisIt server. Upon 
selection of the aquifer, analyte and year, all 
concentration data for every well satisfying the 
selection criteria are retrieved from the database 
and passed via an AJAX call to the VisIt server 
along with the geographic coordinates of the wells 
(Figure 4).

In addition to 2D Google Maps plot overlays, the 
team also generated 3D plots of the terrain, the 
wells and selected stratigraphic layers. As this 

work focuses on the visual display of historical 
data, the starting point centers around loading 
such data into VisIt. First, raw field data was 
obtained from scientists working at the site. 
The data formats included plain text (comma-
delimited), GDAL GeoTIFF images, and ESRI 
Shapefiles. Most data types were loaded into 
VisIt with the included readers. However, the 
team had to construct a custom plug-in to read 
in comma-delimited plain text files with a specific 
layout describing the depositional environment, 
as recorded in wellbores at the site. Other 
plain text files record concentration values for 
contaminants measured at specific depths within 
each monitoring well or describe the subsurface 
coordinates of impermeable lithologic surfaces 
that form aquifer boundaries. Geo-referenced 
true-color aerial photographs and Digital Elevation 
Model (DEM) terrain data were loaded as GDAL 
GeoTIFF images. ESRI Shapefiles loaded into VisIt 
contain vector data defining roads and structures. 
Also, in order to apply elevations from the DEM 
topography to the aerial photographs, the DEM 
had to be resampled to match the pixel resolution 
of the photographs. The CRD team managed to 
subset all datasets to be within the same spatial 
extent.

The Visualization team used a Pseudocolor plot 
to visualize the concentration values, varying 
the color from white to red by using a range 
of concentration values from 0 to 400 pCi/L. 
Prior to drawing the plot, the team subset the 
concentration values using the threshold operator 
to confine the measurements within a particular 
aquifer defined by the depth at which the 
measurements were recorded. Subsequently, they 

Figure 4:  Plan view map of the oil and groundwater U-238 contamination at the Savannah River Site (SRS F-area, 
upper aquifer zone) in (a) 1994, (b) 2001 and (c) 2008, displayed in a web browser as a Google Maps bitmap 
overlay created in VisIt.
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Scientific Impact

The team’s implementation of the database 
management system provided the scientists 
with an easy access to the diverse experimental 
data collected at remediation sites. This 
allowed the data to be directly used from the 
database in developing parameter estimations, 
site characterization, calibration, and model 
validation activities. This ensures that the latest 
and best data is used. Having ready access to 
data search and visualization capabilities also 
allows researcher to explore the contamination 
patterns over time, as well as the effects of 
remediation activities over time, providing a better 
understanding of site dynamics. 

Figure 5: 3D visualization (computed in VisIt) of Uranium-238 plume migrating through the subsurface of the F-area. This 
still image was taken from an animation, which includes an aerial image with elevations applied from a digital elevation 
map, wells that have information about the depositional environment (lithology with respect to depth), buildings, structures, 
and roads (in yellow/orange color), and the lower boundary for the GCU aquifer (green). It also shows Uranium-238 
concentration as a pseudocolor plot (white to red).

CRD Contacts

Deb Agarwal, Arthur Wiedmer, Gary Kushner, Alex 
Romosan, Arie Shoshani (Data Management) 
Joerg Meyer (Visualization), Harinarayan Krishnan 
(Visualization), Jennifer Horsman (Visualization)

Collaborators

Boris Faybishenko (Earth Science Division), 
Tad Whiteside (Savannah River National 
Laboratory), James Hunt (Department of Civil and 
Environmental Engineering, UC Berkeley)

created a surface from those values by applying a 
Delaunay triangulation. A Delaunay triangulation 
was used, because it avoids errors typical for other 
types of interpolation, such as Shepard’s, Sibson’s 
or Hardy’s method. A Delaunay triangulation was 
also applied to the lithologic information that 
defines a particular aquifer boundary and gave the 

resulting surface the color green.

VisIt has a feature that allows the recording of all 
the commands used to open databases, create and 
modify plots, modify legend attributes, and add text 
annotation (Figure 5).
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